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We develop diagrammatic methods which give the explicit expression for the $n$th order term of the linked Iwamoto-Yamada cluster expansion in terms of the cluster integrals. The method applies independently of the number $A$ of particles of the system. We carry through partial summations which for finite $A$ result in a representation of the expansion by skeleton diagrams, whereas in the limit $A \rightarrow \infty$ the expansion is reduced to two analytical equations. In addition, for finite $A$ the renormalization establishes a connection between the expectation value of an arbitrary operator and the probability to find $n$ hole states, $1 \leq n \leq A$, occupied. Simple considerations raise some doubts concerning the convergence of the unrenormalized expansion.

## 1. INTRODUCTION

The last years have seen a considerable revival of the interest in the application of cluster expansion methods to nuclear systems. The cluster expansion expresses the expectation value $\langle\theta\rangle=\langle\Psi| \theta|\Psi\rangle /\langle\Psi \mid \Psi\rangle$ of an operator $\theta$ by a series of terms the $n$th of which, roughly speaking, gives the contribution to $\langle\theta\rangle$ of $n$ particle correlations contained in the wavefunction $\Psi$. Several different cluster expansions have been established. Most applications employ the expansion of Iwamoto and Yamada ${ }^{1}$ (I.Y.) or its factorized version, ${ }^{2}$ which is intimately related ${ }^{3-8}$ to the hole-line expansion of Brueckner theory. It has been found that variational calculations based on that method compete successfully with Brueckner-type calculations. For these reasons we concentrate in the following on the I.Y. expansion.

Up to now a discussion of the general structure of the I.Y. expansion has not been given since in contrast to perturbation theory no general diagrammatic representation is available. Instead methods have been developed ${ }^{2,9,10}$ which allow the calculation of every term of the expansion without giving the explicit form of the $n$th order term. Three exceptions must be mentioned. Feenberg and Wu 11,12 have established a graphical representation of the I.Y. expansion which, however, is limited to infinile systems. Providencia ${ }^{13}$ has given a diagrammatic representation of a cluster expansion which in contrast to the I.Y. expansion uses nondiagonal cluster integrals. Recently, Gaudin et al. ${ }^{14}$ have given a simple formulation of the I.Y. expansion which is restricted to the original Jastrow choice of the wavefunction. In all these approaches the possibility of performing partial summations was not considered (see, however, Ref. 15).
Here we develop a diagrammatic representation of the I.Y. expansion which is applicable to finite and infinite systems and to any form of the wavefunction. We use rather straightforward diagrammatic methods which are very similar to those of perturbation theory. Our derivation can be divided into the following steps. (i) In Sec. 2 we establish the formal representation of the generalized normalization integral $I(\beta)=\langle\Psi| \exp (\beta \ominus)|\Psi\rangle$ in terms of the cluster integrals ("unlinked" cluster expansion). The form of the wavefunction influences only the cluster integrals but not the formal representation of $I(\beta)$ in terms of these quantities. All the following steps depend only on the formal structure of the unlinked expansion. (ii) In full analogy with the unlinked perturbation expansion, the unlinked cluster expansion for any $m>0$ contains terms which behave like $A^{m}$ with increasing particle number $A$. Thus this expansion is
useful only for small $A$. We derive an exponential form which constitutes a linked expansion with uniform $A$ dependence (Sec. 3). (iii) Using the relation $\langle\theta\rangle=(d / d \beta) \times$ $\left.\ln I(\beta)\right|_{\beta=0}$ we arrive at the linked I.Y. expansion which can be expressed in terms of "unlabeled" diagrams (Sec. 4).
For an infinite system the expansion can be resummed (Sec. 5) and the resulting "renormalized" expansion is expressed in terms of two analytic equations. 16 Simi lar manipulations can be carried through for a finite system, leading either to an interesting identity (Sec. 6 A ) or to the representation of the expectation value by "skeleton diagrams" (Sec.6B). In Sec. 7 we give some remarks on convergence questions, and Sec. 8 contains a comparison with other approaches. In the Appendix we present diagrammatic methods for the evaluation of the cluster integrals starting either from the product ansatz of $\Psi$ or from the particle-hole representation.
We have tried to state clearly all essential steps of the derivation. We have skipped, however, the proofs of some statements. These proofs are rather elementary, though in some cases a mathematically rigorous presentation will become lengthy.

## 2. THE UNLINKED I.Y. EXPANSION

Here we establish the unlinked cluster expansion following Ref. 2. For definiteness we use the product form of $\Psi$ which is a generalization of the Jastrow form ${ }^{17}$ consisting of a product of state-dependent $n$-particle correlation functions $f_{i_{1} \cdots i_{n}}(1, \ldots, n)$ multiplied by a set of orthonormal single-particle functions $\varphi_{i}(i)$ :
$\Psi(1, \ldots, A)=Q\left\{\prod_{n}\left[\prod_{i_{1}<\cdots<i_{n}} f_{i_{1} \cdots i_{n}}\left(i_{1}, \ldots, i_{n}\right)\right] \prod_{i} \varphi_{i}(i)\right\}$.
If the range is not explicitly given, summations and products over the indices $i, j, \ldots, n$ always range from 1 to $A$, and the argument ( $i$ ) denotes the space, spin, and isospin coordinates of the $i$ th particle. The symbol $\mathcal{C}$ denotes the antisymmetrization operator.
In addition we define functions $\Psi_{K_{1} \ldots K_{m}}, K_{1}<\ldots<K_{m} \leq$ $A, m \leq A$, by the relation

$$
\begin{align*}
\Psi_{K_{1}} \cdots K_{m} & \left(K_{1}, \ldots, K_{m}\right)=a\left\{\prod _ { n = 1 } ^ { m } \left[\begin{array}{l}
<K_{1}, \ldots, K_{m}> \\
i_{1}<\cdots<i_{n}
\end{array}\right.\right. \\
& \left.\left.\quad \times f_{i_{1} \ldots i_{n}}\left(i_{1}, \ldots, i_{n}\right)\right] \stackrel{K_{1}, \cdots, K_{m}>}{\prod_{i}} \varphi_{i}(i)\right\} . \tag{2.2}
\end{align*}
$$

The symbol $\Pi_{i_{1}<\cdots<i_{n}}^{<K_{1}, \ldots, K_{m}>}\left(\sum_{i_{1} \cdots i_{n}}^{<K_{1}, \ldots, K_{m}>}\right)$ denotes the product (sum) over all possible terms in which the
$i_{1}, \ldots, i_{n}$ are taken out of the set $\left\langle K_{1}, \ldots, K_{m}\right\rangle$. We introduce the quantities

$$
\begin{equation*}
J_{i} \equiv J_{i}(\beta)=\left\langle\varphi_{i}\right| \exp \left(\beta \Theta^{(1)}\right)\left|\varphi_{i}\right\rangle, \tag{2.3}
\end{equation*}
$$

where $\mathcal{O}^{(1)}$ denotes the one-body part of the operator $\theta$, and we define the (reduced) subnormalization integrals by

$$
\begin{align*}
I_{K_{1} \cdots K_{m}}^{R} & \equiv I_{K_{1} \cdots K_{m}}^{R}(\beta)=\left\langle\Psi_{K_{1} \cdots K_{m}}\right| e^{\beta \theta}\left|\Psi_{K_{1} \cdots K_{m}}\right\rangle \\
& \times \prod_{i}^{\left.<K_{1}, \cdots, K_{m}\right\rangle} J_{i}^{-1}, \quad K_{1}<\cdots<K_{m} \leq A . \tag{2.4}
\end{align*}
$$

The reduced normalization integral, which we want to calculate, is given by

$$
\begin{equation*}
I^{R}(\beta)=I_{1}^{R} \ldots A(\beta)=\langle\Psi| e^{8 \theta}|\Psi\rangle \times \prod_{i} J_{i}^{-1} . \tag{2.5}
\end{equation*}
$$

The (reduced) cluster integrals $x_{K_{1}} \cdots K_{n}, 1 \leq n \leq A$, all $K_{i} \leq A$, are defined by the following requirements:
(i) $x_{K_{1}} \cdots K_{n}$ is symmetric in its indices.
(ii) $x_{K_{1}} \cdots K_{n}=0$ if any two (or more) indices are equal.
(iii) $I_{K}^{R}=1+x_{K}, \quad K \leq A$,

$$
\begin{equation*}
I_{K_{1} K_{2}}^{R}=1+x_{K_{1}}+x_{K_{2}}+x_{K_{1}} x_{K_{2}}+x_{K_{1} K_{2}}, \tag{2.6}
\end{equation*}
$$

in general

$$
\begin{equation*}
K_{1}<K_{2} \leq A \tag{2.7}
\end{equation*}
$$

$$
\begin{align*}
& I_{K_{1}}^{R} \cdots K_{n}=\sum_{l_{1} \cdots l_{n}=0}^{\infty} S^{K_{1} \cdots K_{n}}\left\{l_{1}, \cdots, l_{n}\right\} \text {, } \\
& K_{1}<\ldots<K_{n} \leq A  \tag{2.8}\\
& S^{K_{1} \cdots K_{n}}\left\{l_{1}, \ldots, l_{n}\right\}=1 \text { if all } l_{p}=0 ; \tag{2.9}
\end{align*}
$$

otherwise

$$
\begin{align*}
& S^{K_{1} \cdots K_{n}}\{\mathbf{l}\}=S^{K_{1} \cdots K_{n}}\left\{l_{1}, \ldots, l_{n}\right\}=\prod_{m=1}^{n}(m!)^{-l} l_{m}\left(l_{m}!\right)^{-1} \\
& \quad \times \sum_{i_{1} \cdots i_{r}}\left\{x_{i_{1}} \times \cdots \times x_{i_{l_{1}}}\right\} \\
& \quad \times\left\{x_{i_{i_{1}+1} i_{l_{1}+2}} \times \cdots \times{\left.x_{i_{l_{1}+2 l_{2}-1}} i_{l_{1}+2 l_{2}}\right\} \times \cdots,} \quad \times r=\sum_{m} m l_{m} .\right.
\end{align*}
$$

Each term on the rhs of Eq. (2.10) consists of products of $l_{m}$ cluster integrals with $m$ indices, $1 \leq m \leq n$, and we sum over all sets of indices $i_{1} \cdots i_{r}$ restricted by

$$
\begin{equation*}
i_{K} \neq i_{j} \quad \text { if } K \neq j \tag{2.11}
\end{equation*}
$$

By virtue of the symmetry (i) of the cluster integrals and of the fact that the sum is not changed if we permute the factors within the curly brackets, the definition given here is identical to that of Ref. 2. Combined with Eq. (2.5), Eqs. (2.8)-(2.10) represent the unlinked cluster expansion of $I^{R}(\beta)$. The formal structure of the expansion is completely independent of the choice of $\Psi$. All that is required is the definition of a set of subnormalization integrals.
The form of the unlinked cluster expansion is not as arbitrary as the derivation, given above, might suggest. We illustrate this by giving a short account of the physical ideas ${ }^{1}$ which have led to the creation of that expansion. The guiding principle is the assumption that the correlations are of short range, i.e., that $\mid f_{i_{1} \cdots i_{n}}(1, \ldots$,
n) $\left.\right|^{2}$ tends to 1 rapidly if the distance between any pair of coordinates tends to infinity. (This statement applies rigorously ${ }^{5}$ only in infinite systems.) Expanding $I^{R}(\beta)$ in powers of the quantity $\left(|f|^{2}-1\right)$ and carrying through the integrations, we find that the general term of that expansion separates into a product of integrals. This separation automatically leads to the unlinked cluster expansion, ${ }^{14}$ and the cluster integrals are intimately related to the irreducible integrals which emerge from that procedure. The cluster integral with $p$ indices describes the contribution to $I^{R}(\beta)$ which arises from the correlations of $p$ particles. If the correlations are of short range, we expect that the probability of finding $p$ correlated particles will decrease rapidly as $p$ increases, and we thus hope that the contribution of $x_{i_{1}} \cdots i_{p}$ to $I^{R}(\beta)$ will decrease rapidly with increasing $p$. More precise statements on the structure of the cluster integrals are given in the Appendix.

## 3. DERIVATION OF THE LINKED EXPANSION

It is well known that the contribution of $x_{i_{1}} \cdots_{i}$, if summed over all indices, asymptotically increases proportional to the number $A$ of particles. (This statement is based on the short range nature of the correlation functions. See the Appendix for a proof.) Thus a term of the unlinked expansion containing a product of $m$ cluster integrals increases with increasing $m$ like $A^{m}$. As a consequence for big $A$ the unlinked expansion is not directly useful and we must resum it into a linked expansion.

We first have to get rid of condition (2.11) which restricts the summation on the rhs of Eq. (2.10). We formally define a set of Fermion operators $a_{i}, a_{i}^{+}$and multiply each term of the sum by $\langle 0| a_{i_{1}} \cdots a_{i_{r}} a_{i_{r}}^{+} \cdots a_{i_{1}}^{+}|0\rangle$, where $|0\rangle$ denotes the vacuum state. This yields the expression

$$
\begin{align*}
& I^{R}(\beta)=\sum_{l_{1} l_{2} \cdots=0}^{\infty} S\{\mathbf{1}\},  \tag{3.1}\\
& S\{\mathbf{1}\}=\prod_{m=1}^{\infty}(m!)^{-l_{m}}\left(l_{m}!\right)^{-1} \\
& \times \sum_{i_{1} \cdots i_{r}}\langle 0| a_{i_{1}} \cdots a_{i_{r}} a_{i_{r}}^{+} \cdots a_{i_{1}}^{+}|0\rangle\left\{{ }^{\mathrm{T} l_{?}} x \times \cdots \times^{\mathrm{T}_{?}} x\right\} \\
& \times\left\{x_{i_{l_{1}+1} i_{1}+2} \times \cdots \times x_{i_{l_{1}+2} l_{2}-1} i_{l_{1}+2 l_{2}}\right\} \times \cdots . \tag{3.2}
\end{align*}
$$

$S\{0\}$ and $r$ are defined as in Eqs. (2.9), (2.10), respectively, and we have omitted the upper indices $1, \ldots, A$ on $S\{1\}$. We have extended the definition of $S\{1\}$ to include also terms with $r>A$ which vanish identically.
According to Wick's theorem ${ }^{18}$ the expectation value $\langle 0| a_{i_{1}} \cdots a_{i_{r}} a_{i_{r}}^{+} \cdots a_{i_{1}}^{+}|0\rangle$ is given by the sum of all fully contracted terms. All nonvanishing contractions are of the form $a_{i} a_{K}^{+}=\delta_{i K}$. In terms of diagrams we represent a cluster integral $x_{i_{1} \ldots i_{n}}(\beta)$ by a vertical beam carrying $n$ points which from bottom to top are labelled by the indices $i_{1}$ to $i_{n}$. The set $\{1\}$ is represented by a collection of $l_{m} m$-point beams, $m=1,2, \cdots$, drawn in such a way that all $m$-point beams stand left of all $n$-point beams if $m<n$. The points are labelled by indices $i_{K}$ in such a way that within each beam $K$ increases from bottom to top and going from one beam to the next $K$ increases from left to right (natural labelling, see Fig. 1). The contraction $a_{i} a_{K}^{+}$is represented by a directed line starting at point $K$ and ending at point $i$. Each fully contracted term gives rise to a diagram
which has the property that in each point there starts exactly one line and there ends exactly one line. The contraction lines thus form closed loops and according to point (ii) of the definition of $x_{i_{1}} \ldots i_{n}$ no loop may touch a given beam more than once. In the diagrammatic representation of $\left[I^{R}(\beta)-1\right]$ all diagrams with these properties occur exactly once. The rules for calculating the contribution of a diagram are obvious from our construction, except for the sign which is given by $(-1)^{\Sigma_{T}^{t}=1}{ }^{\left(r_{T}-1\right)}=(-1)^{r-t}$. Here $r(t)$ denotes the number of points (closed loops) of the diagram, and $r_{\tau}$ denotes the number of points which are connected by the th loop. This sign rule can easily be deduced from the ordering of the operators $a^{+}, a$ in the matrix element $\langle 0| a_{i_{1}} \cdots a_{i_{r}} a_{i_{r}}^{+} \cdots a_{i_{1}}^{+}|0\rangle$. Examples of diagrams are given in Fig. 1.
We introduce the notion of a connected part of a diagram.
Definition 3.1: A connected part is any part of a diagram with the following properties: (i) It cannot be separated into two parts without cutting contraction lines or a beam. (ii) We cannot include more beams or contraction lines without invalidating property (i).

We introduce an arbitrary fixed ordering of the sets $\{\mathbf{I}\}$ which is indicated by an index (s):

$$
\{\mathbf{1}\} \rightarrow\{\mathbf{1}\}^{(s)} \equiv\left\{l_{1}^{(s)}, l_{2}^{(s)}, \cdots\right\}, s=\mathbf{1}, 2, \cdots
$$

The sum of all diagrams of class $\{1\}^{(s)}$ which consist of exactly one connected part (connected diagrams) is denoted by $S_{c}^{(s)}$. We define quantities $A^{(s)}$ by

$$
\begin{equation*}
A^{(s)}=\left[\prod_{m}(m!)^{l_{m}^{(s)}} l_{m}^{(s)}!\right] \times S_{c}^{(s)} . \tag{3.3}
\end{equation*}
$$

We consider all those diagrams of class $\{\mathbf{1}\}^{\left(s_{0}\right)}, l_{n}^{\left(s_{0}\right)}=$ $\sum_{s=1}^{\infty} \nu_{s} l_{m}^{(s)}$, which consist of $\nu_{s} \geq 0$ connected parts of type $\left\{1^{s}\right\}(s), s=1,2, \ldots$. The contribution of all those diagrams in which the $l_{m}^{\left(s_{0}\right)} m$-point beams, $m=1,2$, $\cdots$, are distributed to these connected parts according to a fixed scheme is given by

$$
\begin{equation*}
\left[\prod_{m}(m!)^{-l_{m}^{\left(s_{0}\right)}}\left(l_{m}^{\left(s_{0}\right)}!\right)^{-1}\right] \prod_{s}\left(A^{(s)}\right)^{\nu_{s}}, \tag{3.4}
\end{equation*}
$$

as is obvious from the rules given above. There are $l_{m}^{\left(s_{0}\right)}!\times \Pi_{s}\left(l_{m}^{(s)}!\right)^{-\nu_{s}}$ possibilities of distributing the $l_{m}^{\left(s_{d}\right)} m$-point beams to the different connected parts, and by taking all these possibilities into account each diagram is counted $\Pi_{s=1}^{\infty} \nu_{s}$ ! times. Thus the contribution of all diagrams which consist of $\nu_{s}$ connected parts of


FIG. 2. Pairs of diagrams giving the same contribution, respectively.
type $s$ is given by

$$
\begin{align*}
& {\left[\prod_{m}(m!)^{-l_{m}^{\left(s_{0}\right)}}\left(l_{m}^{\left(s_{0}\right)}!\right)^{-1}\right] \times\left[\prod_{n} l_{n}^{\left(s_{0}\right)}!\prod_{s}\left(l_{n}^{(s)}!\right)^{-\nu_{s}}\right]} \\
& \quad \times \prod_{s^{\prime}}\left(\nu_{s^{\prime}}!\right)^{-1}\left[A^{\left(s^{\prime}\right)}\right]^{\nu_{s^{\prime}}}=\prod_{s}\left(\nu_{s}!\right)^{-1}\left[S_{c}^{(s)}\right]^{\nu_{s}} . \tag{3.5}
\end{align*}
$$

Since $\left[I^{R}(\beta)-1\right]$ is given by the sum of all different diagrams, we find

$$
\begin{align*}
& I^{R}(\beta)=\exp [G(\beta)],  \tag{3.6}\\
& G(\beta)=\sum_{s=1}^{\infty} S_{c}^{(s)} . \tag{3.7}
\end{align*}
$$

These equations constitute the linked cluster expansion (L.C.E.).

## 4. THE EXPANSION OF THE EXPECTATION VALUE; EQUIVALENT DIAGRAMS

Equations (2.5) and (3.6) show that the expectation value $\langle\theta\rangle$ is given by

$$
\begin{equation*}
\langle\theta\rangle=\left.\sum_{i} \frac{d}{d \beta} J_{i}(\beta)\right|_{\mathrm{B}=0}+\left.\frac{d}{d \beta} G(\beta)\right|_{\mathrm{B}=0} . \tag{4.1}
\end{equation*}
$$

The differentiation of a diagram of class $\{1\}$ yields $\sum_{m} l_{m}$ diagrams which differ in the position of the beam which has been selected for the differentiation. We represent the differentiated cluster integral $x_{i_{1}}^{\prime} \ldots i_{n} \equiv d / d \beta$ $\left.x_{i_{1} \ldots i_{n}}(\beta)\right|_{0}$ by a double beam, and we alter the ordering of the beams in such a way that the double beam stands left of all others. The thin simple beams now represent factors $x_{i_{1} \ldots i_{n}} \equiv x_{i_{1} \ldots i_{n}}(0)$. We define the class $\{n ; 1\}$ to contain all different connected diagrams which consist of one $n$-point double beam (standing left of all other beams) and $l_{m} m$-point simple beams, $m=1,2, \cdots$, ordered as before. A given diagram of class $\{n ; 1\}$ is created exactly ( $l_{n}+1$ ) times by differentiation of diagrams of class $\left\{\mathbf{1}^{\prime}\right\}, l_{m}^{\prime}=l_{m}$ if $m \neq n, l_{n}^{\prime}=l_{n}+1$. Thus the following theorem holds.

Theorem 4.1: The quantity $\left.(d / d \beta) G(\beta)\right|_{0}$ is given by the sum of the contributions of all classes $\{n ; 1\}$. The weight factor of the diagrams of class $\{n ; 1\}$ is equal to $(n!)^{-1} \prod_{m=1}^{\infty}\left(l_{m}!\right)^{-1}(m!)^{-l_{m}}$.
The diagrammatic representation of $\langle\theta\rangle$ established by Eq. (4.1) and Theorem 4.1 contains a lot of diagrams which give the same contribution. This is due to the fact that (A) permutations of points within a beam (Fig. 2a) or (B) permutations of simple beams (Fig. 2b) do not alter the contribution of the diagram. In addition (C) all diagrams in which the same sets of points are connected by closed loops give the same contribution (Fig. 2c). We evaluate the consequences of the symmetries A and B. Symmetry C eliminates the direction of the contraction lines. This direction, however, will prove useful in partial summations. Besides this in many diagrams the symmetries B and C coincide, as can be seen, e.g., from Fig. 2b.
In the following we are concerned with diagrams of an arbitrary fixed class $\{n ; 1\}$. We define sets $C_{A}$ and $C_{B}$ of operators which express the symmetries $A$ and $B$ in a more precise form.

Definition 4.1: The set $C_{A}$ contains all mappings $P_{A}$ of $\{n ; 1\}$ onto $\{n ; 1\}$ which are defined by the following steps:
(i) Permutation of the labels of the points within each (double or simple) beam separately.
(ii) Shifting of the points with the contraction lines fixed to them along the beams in such a way that the natural labelling (see Fig. 2) is restored.

Definition 4.2: The set $C_{\mathrm{B}}$ contains all mappings $P_{\mathrm{B}}$ of $\{n ; 1\}$ onto $\{n ; 1\}$ which are defined in the following way:
(i) Permutation of the labels of all points of the respective beams among different simple $m$-point beams. The relative ordering of the labels within each beam has to be preserved.
(ii) Shifting of the beams with fixed contraction lines in such a way that the natural labelling is restored.
The set $C_{\mathrm{A}}\left[C_{\mathrm{B}}\right]$ contains $n!\Pi_{m}(m!)^{l_{m}}\left[\Pi_{m} l_{m}!\right]$ elements. The mappings $P_{\mathrm{A}}$ and $P_{\mathrm{B}}$ are special permutations of the labels of the points, except for the shifting of points or beams. Thus the following statements are obvious.

## Lemma 4.1:

(i) Let $\alpha$ denote either A or B. If $P_{\alpha}, P_{\alpha}^{\prime} \in C_{\alpha}$, then $P_{\alpha} \times P_{\alpha}^{\prime} \in C_{\alpha}$. There exists an operation $P_{\alpha}^{-1} \in C_{\alpha}$ with $P_{\alpha}^{\alpha} \times P_{\alpha}^{\alpha}=I$. Here $I$ denotes the identity operation.
(ii) $C_{\mathrm{A}} \cap C_{\mathrm{B}}=I$.
(iii) If $P_{\mathrm{B}} \in C_{\mathrm{B}}, P_{\mathrm{A}} \in C_{\mathrm{A}}$, then $P_{\mathrm{B}}^{-1} \times P_{\mathrm{A}} \times P_{\mathrm{B}}=\tilde{P}_{\mathrm{A}} \in C_{\mathrm{A}}$.

As can be seen from Lemma 4.1 the operations $P_{A} \times P_{B}$ induce an equivalence relation among the diagrams of class $\{n ; \mathbf{1}\}$.

Definition 4.3: Two elements $x, x^{\prime} \in\{n ; 1\}$ are equivalent ( $x \sim x^{\prime}$ ) if there exist operations $P_{\mathrm{A}} \in C_{\mathrm{A}}, P_{\mathrm{B}} \in C_{\mathrm{B}}$ such that $P_{\mathrm{A}} \times P_{\mathrm{B}} x=x^{\prime}$. We denote by $\{x\}$ the class of ${ }^{\mathrm{A}}$ diagrams which are equivalent to $x$.

Definition 4.4: The symmetry number $S(x)$ of $x \in\{n ; 1\}$ is equal to the number of operations $P_{\mathrm{A}} \times P_{\mathrm{B}}$; $P_{\mathrm{A}} \in C_{\mathrm{A}}, P_{\mathrm{B}} \in C_{\mathrm{B}}$ with $P_{\mathrm{A}} \times P_{\mathrm{B}} x=x$.

Lemma 4.2: If $x \sim x^{\prime}$, then $S(x)=S\left(x^{\prime}\right)$. For fixed $x$ the operations $P=P_{A} \times P_{\mathrm{B}}, P_{\mathrm{A}} \in C_{\mathrm{A}}, P_{\mathrm{B}} \in C_{\mathrm{B}}$, can be grouped together into groups of $S(x)$ elements such that $P x=P^{\prime} x$ if and only if $P$ and $P^{\prime}$ belong to the same group.

Theorem 4.2: The equivalence relation (Definition 4.3) divides the class $\{n ; 1\}$ into subclasses $\{x\}$ of diagrams giving the same contribution. The number of elements of $\{x\}$ is equal to $n!\Pi_{m=1}^{\infty}(m!)^{l_{m}} l_{m}!\times[S(x)]^{-1}$. The symmetry number can be calculated by $S(x)=$ $S_{\mathrm{A}}(x) \times S_{\mathrm{B}}(x)$. Here $S_{\mathrm{A}}(x)$ is equal to the number of operations $P_{\mathrm{A}} \in C_{\mathrm{A}}$ with $P_{\mathrm{A}} x=x$, and $S_{\mathrm{B}}(x)$ is given by the number of operations $P_{\mathrm{B}} \in C_{\mathrm{B}}$ with the property that there exists a $P_{\mathrm{A}} \in C_{\mathrm{A}}$ with $P_{\mathrm{A}} \times P_{\mathrm{B}} x=x$. Our results can be summarized by the following rules.

Rule 4.1: Construction of diagrams: A diagram consists out of one double beam and any number of simple beams. The simple beams are ordered at the rhs of the double beam in such a way that the number of points of the simple beams does not decrease as we go from left to right. Each diagram is completely connected by directed contraction lines. In each point of a beam there starts exactly one line and there ends exactly one line. No closed loop of contraction lines may touch a given beam more than once.

## Rule 4.2: Evaluation of diagrams:

(i) Label the points of the diagram in such a way that different points carry the same label if and only if they belong to the same loop.
(ii) An $n$-point double (simple) beam carrying indices $i_{1}, \ldots, i_{n}$ represents a factor $x_{i_{1}}^{\prime} \ldots i_{n}\left(x_{i_{1} \ldots i_{n}}\right)$.
(iii) Sum over all indices and multiply by $S^{-1} \times(-1)^{t+r}$. Here $t(r)$ denotes the number of loops (points) of the diagram and $S$ denotes the symmetry number.
The quantity $\left.(d / d \beta) G(\beta)\right|_{0}$ is given by the sum of the contributions of all inequivalent connected diagrams. In Fig. 3 we have given all diagrams containing up to four points. We have omitted the directions of the lines where they are not necessary, and we represent a loop which contains only one point by the point itself. Using our method, we have checked the contributions to $\langle\mathfrak{F}\rangle$ evaluated in Ref. 19.

## 5. RENORMALIZED EXPANSION FOR AN INFINITE SYSTEM

In the $\operatorname{limit} A \rightarrow \infty$ it is possible to resum the L.C.E. in such a way that the result is expressed by two analytic equations. ${ }^{16}$ This is due to the fact that in that limit most of the diagrams vanish, as is shown by the following considerations.

Definition 5.1: A connected diagram is called simply connected if we cannot cut any closed loop by two cuts without dividing the diagram into disconnected pieces. Otherwise the diagram is called multiply connected.

Lemma 5.1: If the asymptotic order of magnitude of $x_{i_{1}}^{\prime} \ldots i_{n}$ for any $n$ is equal to $A^{\alpha}$, then the asymptotic ${ }^{i_{1}} \cdots^{i}{ }^{n}$ of any simply (multiply) connected diagram is equal to $A^{\alpha}\left(A^{\alpha-K}, K \geq 1\right)$.
Lemma 5.1 expresses a well-known fact, the proof of which rests upon the properties of the cluster integrals (see the Appendix). It implies that in the limit $A \rightarrow \infty$ we can neglect all multiply connected diagrams (provided that the L.C.E. converges uniformly in A). Besides this in an infinite system the $x_{i}(\beta)$ vanish identically by virtue of momentum conservation.
The structure of a diagram which contributes in the limit $A \rightarrow \infty$ is shown in Fig. 4a. The shaded boxes denote insertions, i.e., simply connected diagrams which instead of a double beam contain one external point with fixed index (Fig.4b). We explicitly admit the trivial insertion which contains no beam.


FIG.3. All diagrams up to the order of four points which contribute to $\langle\theta\rangle$. Below each diagram there is given the corresponding sign and symmetry factor.
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FIG.4. a) Structure of a diagram contributing in the limit $A \rightarrow \infty$. b) Examples of insertions. These diagrams contribute the following terms: $+1 ;-\sum_{j} x_{i j} ;+\sum_{j_{1} j_{2}} x_{i j_{1}} x_{i j_{2}}$.

Definition 5.2: The weight factor $g_{i}$ is given by the sum of all inequivalent simply connected insertions in which the external point carries the label $i$. The diagrams are to be evaluated according to rule 4.2 , and the external point has to be counted in the sign rule.
With due regard to Definition 4.4 of the symmetry number, it is straightforward to prove the following theorem.

Theorem 5.1:
$\langle\theta\rangle=\left.\sum_{i} \frac{d}{d \beta} J_{i}\right|_{\beta=0}+\sum_{n=2}^{\infty} \frac{1}{n!} \sum_{i_{1} \cdots i_{n}} x_{i_{1} \ldots i_{n}}^{\prod_{K=1}^{n}} g_{i_{K}}$.
The weight factor $g_{i}$ obeys the equation
$g_{i}=1-\sum_{n=1}^{\infty} \frac{1}{n!} \sum_{j_{1} \cdots j_{n}} x_{i j_{1} \ldots j_{n}} g_{i} \prod_{K=1}^{n} g_{j_{K}}$.
Equation (5.2) can be proved by induction with respect to the number of cluster integrals. In that proof the directions of the lines are important as they establish a one-to-one relation between the terms found by iteration of Eq. $(5,2)$ and the insertion diagrams: If the line that starts at the external point ends at the beam $x_{i j_{1} \ldots j_{n}}$, then the diagram contributes to $x_{i j_{1} \ldots j_{n}} \times g_{i}$ $\prod_{K=1}^{n} g_{j_{K}}$. Theorem 5.1 establishes the renormalized cluster expansion. It holds independently of the form of $\Psi$ or of $\theta$.

A comparison of Eqs. (5.1) and (5.2) shows that $g_{i}$ can be interpreted as the expectation value of an operator which fulfils the relations [see also Ref. 19, Eqs. (44)-(46)]

$$
\begin{align*}
& \left.\frac{d}{d \beta} J_{j}\right|_{\mathrm{B}=0}=\delta_{i j}  \tag{5.3}\\
& x_{i_{1} \ldots i_{n}}^{\prime}=-x_{i_{1} \ldots i_{n}}\left\{\sum_{K=1}^{n} \delta_{i i_{K}}\right\} . \tag{5.4}
\end{align*}
$$

If we use a special form of $\Psi$ such an operator can easily be identified [see Eq. $(6,1)$ and the Appendix].

Theorem 5.2: If $\Psi$ is represented in the particlehole form $\Psi=\exp (S) \Phi$ (see the Appendix for a precise definition), the weight factor $g_{i}$ becomes equal to the occupation probability $p_{i}=\langle\Psi| a_{i}^{+} a_{i}|\Psi\rangle /\langle\Psi \mid \Psi\rangle$ of the $i$ th single-particle level.

The renormalization by occupation probabilities is a well-known concept in perturbation theory. In the framework of a cluster expansion, it has first been put forward by Providencia and Shakin. 15 Equation (5.2) is implicit in the approach of Feenberg and Wu [see Ref. 12, Eq. (14)] who used it as an ansatz for establishing the I.Y. expansion in the limit $A \rightarrow \infty$. These authors, however, did not realize the important role the quantity $g_{i}$ plays in connection with partial summations. From an analysis of the first five orders of the factorized I.Y. expansion and from an inspection of the results of Refs. 12, 15, the equations (5.1) and (5.2) were recently proposed by Ristig and Clark, 19,20 independently of the present author. These authors also give


FIG. 5. All diagrams up to the order of two internal points which contribute to $p_{i_{1} i_{2}}$.
an interesting formulation of the renormalized expansion which exhibits a relation to expansion methods used in statistical mechanics.

## 6. RENORMALIZED EXPANSIONS FOR A FINITE SYSTEM

We discuss two different possibilities of generalizing the results of Sec. 5 to finite systems. In subsection 6 A we sum up all diagrams which contain a fixed $n$-point double beam. This procedure is useful only if the resulting weight factor has a physical meaning, and we therefore restrict our discussion to the particle-hole form of $\Psi$. In subsection $6 B$ we give a representation of $\langle\theta\rangle$ by skeleton diagrams with renormalized lines which is applicable to any form of $\Psi$.
A. Summation of all diagrams containing $x^{\prime} i_{1} \cdots i_{n}$ We first evaluate the expectation values $p_{i_{1} \ldots i_{n}}$ of the operators $P_{i_{1}} \ldots i_{n}=a_{i_{1}}^{+} \ldots a_{i_{n}}^{+} a_{i_{n}} \ldots a_{i_{1}}$ with respect to $\Psi=\exp (S) \Phi$. Denoting the corresponding differentiated cluster integrals by $x_{j_{1}}^{i_{1} \cdots j_{m}}$, we find from
Appendix A2 Appendix A2

$$
\begin{align*}
& x_{j_{1} \cdots j_{m}}^{i}=-x_{j_{1} \cdots j_{m}}\left\{\sum_{K=1}^{m} \delta_{i j_{K}}\right\},  \tag{6.1}\\
& x_{j_{1} \cdots j_{m}}^{i_{1} \cdots i_{n}}=\delta_{n m} \sum_{p} \prod_{K=1}^{n} \delta_{i_{p(K)} j_{K}}, \quad n \geq 2 \tag{6.2}
\end{align*}
$$

In Eq. (6.2) the sum ranges over all permutations $P$ of the numbers 1 to $n$. Due to the simple form of Eqs. (6.1) and (6.2) we can represent $p_{i_{1} \ldots i_{n}}$ by diagrams in which the double beams are replaced by external points.

Lemma 6.1: The expectation value $p_{i_{1}} \cdots_{i}$ is given by the sum of the contributions of all inequivalent diagrams containing $n$ external points $i_{1}$ to $i_{n}$ ordered in such a way that $i_{l}$ stands below $i_{K}$ if $l<K$. Both in calculating the symmetry number and in defining the equivalence of diagrams we are not allowed to permute the labels of the external points. The diagrams need not be connected. They must be connected, however, if we connect the external points by a beam.
In Fig. 5 we give the first diagrams contributing to $p_{i_{1} i_{2}}$. We should note that in going from the representation employing double beams to the representation using external points the symmetry number is altered. This effect can be handled by splitting the symmetry operations $P_{\mathrm{A}} \times P_{\mathrm{B}}$ into one factor which does not affect the points of the double beam and an other factor which affects only these points. Defining $p_{i_{1}}^{c} \cdots i_{n}, n \leq 2$, by the sum of the contributions of all connected diagrams with the external points $i_{1}$ to $i_{n}$, we find from Lemma 6.1 (see also Fig. 5)

$$
\begin{gather*}
p_{i_{1} i_{2}}=p_{i_{1}} p_{i_{2}}+p_{i_{1} i_{2}}^{c},  \tag{6.3}\\
p_{i_{1} i_{2} i_{3}}=p_{i_{1}} p_{i_{2}} p_{i_{3}}+p_{i_{1}} p_{i_{2} i_{3}}^{c}+p_{i_{2}} p_{i_{1} i_{3}}^{c}+p_{i_{3}} p_{i_{1} i_{2}}^{c}+p_{i_{1} i_{2} i_{3}}^{c}, \tag{6.4}
\end{gather*}
$$

and so on. We will come back to these results in Sec. 7. Turning to the evaluation of the expectation value of a general operator $\theta$, we first discuss the contribution $\sigma(1)$ of the set $\{\alpha\}$ of all diagrams containing a one point double beam. Substituting the double beam by the external point ( $i$ ) we establish a one-to-one mapping $f^{(i)}$ of $\{\alpha\}$ onto the set $\left\{P_{i}\right\}$ of diagrams contributing to $p_{i}$. If the contribution of $y \in\{\alpha\}$ is equal to
$y=\sum_{j} x_{j}^{\prime} A_{i}$, then the contribution of $f^{(i)} y$ is given by $f^{(i)} y=A_{i}$. Since the range of $f^{(i)}$ exhausts the set $\left\{P_{i}\right\}$, we find

$$
\begin{equation*}
\sigma^{(1)}=\sum_{j} x_{j}^{\prime} p_{j} \tag{6.5}
\end{equation*}
$$

The contribution to $\langle\theta\rangle$ of the set of all diagrams containing a $n$-point double beam ( $n \geq 2$ ) can be evaluated in the same fashion, using however the diagrams containing the double beam $p_{j_{1} \cdots j_{n}}^{i_{1} \cdots i_{n}}$ and evaluating the diagrams by virtue of Eq. (6.2). We find the following result.

Theorem 6.1: The expectation value of any operator $\theta$ with respect to $\Psi=\exp (S) \Phi$ can be represented by
$\langle\theta\rangle=\left.\sum_{i} \frac{d}{d \beta} J_{i}\right|_{B=0}+\sum_{n=1}^{A} \frac{1}{n!} \sum_{i_{1} \ldots i_{n}} x_{i_{1} \ldots i_{n}}^{\prime} p_{i_{1}} \ldots i_{n}$.
Applying Theorem 6.1 to $P_{i}$ and using Eq. (6.1), we find

$$
\begin{equation*}
p_{i}=1-\sum_{n=0}^{A-1} \frac{1}{n!} \sum_{j_{1} \cdots j_{n}} x_{i j_{1}} \cdots j_{n} p_{i j_{1}} \cdots j_{n} \tag{6.7}
\end{equation*}
$$

Introducing into Eq. (6.6) the quantities
$X_{i_{1}} \cdots i_{n}=x_{i_{1} \cdots i_{n}}^{\prime}+x_{i_{1} \cdots i_{n}},\left.\sum_{K=1}^{n} \frac{d}{d \beta} J_{i_{K}}\right|_{\beta=0}$
and using Eq. (6.7), we find a representation of $\langle\theta\rangle$ where also the term $\left.(d / d \beta) J_{i}\right|_{B=0}$ is renormalized:

$$
\begin{align*}
&\langle 0\rangle=\left.\sum_{i} \frac{d}{d \beta} J_{i}\right|_{B=0} \times p_{i} \\
&+\sum_{n=1}^{A} \frac{1}{n!} \sum_{i_{1} \cdots i_{n}} X_{i_{1} \ldots i_{n}} p_{i_{1}} \ldots i_{n} \tag{6.9}
\end{align*}
$$

Equations (6.6) and (6.7) are generalizations of the results expressed in Theorem 5.1 and Eqs. (5.1) and (5.2).
Equation (6.9) resembles a result given by Providencia ${ }^{13}$ in the framework of his nondiagonal cluster expansion. Equations (6.6), (6.7), and (6.9) hold identically, irrespective of convergence problems. This is proved by noting that these equations can be derived directly from the unlinked cluster expansions of the expectation values involved.

## B. Summation of insertions

Any part of a diagram which does not contain the double beam and which can be separated from the rest of the diagram by two cuts affecting one closed loop is called an insertion. We close the cut loop via an external point which is drawn left of all beams. We explicitly admit the trivial insertion which consists only of the external point with the attached contraction line and which gives the contribution $(+1)$. The sum of all insertions containing the external point ( $i$ ) is denoted by $g_{i}$. In the special case $A \rightarrow \infty$ this definition coincides with Definition 5.2. A diagram which does not contain any nontrivial insertion is called a skeleton diagram. A skeleton insertion is defined to be an insertion which can not be separated into two nontrivial insertions by twice cutting one closed loop.

Theorem 6.2: The expectation value $\langle\theta\rangle$ is given by the sum of the contributions of all inequivalent skeleton diagrams where each line with summation index $i$ carries a factor $g_{i}$. The weight factor $g_{i}$ is given by the sum of all inequivalent skeleton insertions where each line $j$ is renormalized by a factor $g_{j}$ except for the line starting at the external point. The symmetry number and the equivalence of diagrams are defined in exactly the same way as in the unrenormalized theory.

The proof of Theorem 6.2 is simplest if one first derives the corresponding results for the labeled diagrams introduced in Sec. 3. The results for unlabeled diagrams then follow trivially since the symmetry operations defined in Sec. 4 are not affected by introducing renormalization factors.

In Fig. 6 we give the first terms of $\langle\theta\rangle$ and of $g_{i}$ as determined from Theorem 6.2. Theorem 6.2 is another generalization of Theorem 5.1. It holds for any form of $\Psi$. Using $\Psi=\exp (S) \Phi$, we find from Lemma 6.1 that the factor $g_{i}$ coincides with the occupation probability $p_{i}$.

## 7. SOME SIMPLE REMARKS ON THE CONVERGENCE PROBLEM

Since for $A=\infty$ the cluster expansion can be expressed analytically, it does not seem hopeless to discuss convergence questions, at least for infinite systems. Here we will not tackle that problem but rather point out some fairly obvious facts which may shed some light on certain questions involved in a rigorous treatment.
We restrict ourselves to finite $A$ and we define a function $H(\beta, \eta)$ by [see Eq. (3.1)]

$$
\begin{equation*}
H(\beta, \eta)=\sum_{n=1}^{A} \eta^{n} \sum_{\{1\}, \Sigma_{m_{m}^{l}}=n} S\{1\} \tag{7.1}
\end{equation*}
$$

We have the relation $I^{R}(\beta)=1+H(\beta, 1)$, and $H(\beta, \eta)$ can be constructed from $I^{R}(\beta)-1$ by the substitution

$$
\begin{equation*}
x_{i_{1}} \ldots i_{n}(\beta) \rightarrow \eta^{n} x_{i_{1}} \cdots i_{n}(\beta) . \tag{7.2}
\end{equation*}
$$

For our purpose we can replace $x_{i_{1}} \ldots i_{n}(\beta)$ by $x_{i_{1}} \cdots i_{n}+\beta x_{i_{1}}^{\prime} \cdots_{i_{n}}$, and as a consequence $H(\beta, \eta)$ is a polynomial of finite order in $\beta$ and $\eta$. Since $H(0,0)$ vanishes there exists a neighborhood in $C \times \mathbb{C}$ of $(\beta, \eta)=(0,0)$ in which $\ln [1+H(\beta, \eta)]$ can be expanded into an absolutely convergent series $\sum_{K=1}^{\infty} \eta^{K} a_{K}(\beta)$. It is easily proved that this series represents the L.C.E. in which the substitution (7.2) has been carried through. By differentiation with respect to $\beta$ we find that the radius of convergence of the L.C.E. of the expectation value in the complex $\eta$ plane is determined by that solution of the equation

$$
\begin{equation*}
F(\eta)=H(0, \eta)+1=0 \tag{7.3}
\end{equation*}
$$

which is nearest to $\eta=0$. The radius of convergence depends only on $\Psi$ and not on the operator involved. This result, however, may be a special feature of the finite system.
Using the form $\Psi=\exp (S) \Phi$, we can introduce the parameter $\eta$ into the wavefunction itself by the substitution $S^{(n)} \rightarrow \eta^{n / 2} S^{(n)}, \eta \geq 0$ [see Appendix A2], and the L.C.E. for $\eta \geq 0$ becomes identical to the expansion of

$$
\begin{equation*}
\langle\Psi(\eta)| \mathcal{O}|\Psi(\eta)\rangle /[\langle\Phi \mid \Phi\rangle+\langle\Psi(\eta)-\Phi \mid \Psi(\eta)-\Phi\rangle] \tag{7.4}
\end{equation*}
$$

b


FIG. 6. a) First diagrams which in finite systems contribute to $\langle\theta\rangle$ according to the renormalized expansion. b) First diagrams of the expansion of the renormalization factor. All but crossed lines are renormalized. Renormalized lines containing only one point are represented by the point itself. The directions of the lines are only given where they are important.
in powers of $\eta$. (This result shows that the methods used in Refs. 9, 10 give the same expansion as our method.) The coefficient of $\eta^{K}$ in $F(\eta)$ is equal to $\left\langle x^{k} \mid x^{k}\right\rangle \geq 0$, where $\chi^{k}$ denotes the (unlinked) $k$-particle $k$-hole amplitude of $\Psi$. Thus $F(\eta)$ has the following properties:
(i) $F(0)=1$;
(ii) $F(1)=\langle\Psi \mid \Psi\rangle$;
(iii) $|F(\eta)-1| \leq F(|\eta|)-1$;
(iv) $(d / d \eta) F(\eta) \geq 0$ if $\eta \geq 0$.

Using these relations, we can establish the following lemma.

Lemma 7.1: The L.C.E. converges if $\langle\Psi \mid \Psi\rangle<2$. The expansion diverges if $\langle\Psi \mid \Psi\rangle>2^{A}$. Better estimates cannot be obtained without restricting $\Psi$. (Note that $\Psi$ is normalized according to $\langle\Psi \mid \Phi\rangle=1$ ).
In view of Eq. (7.3) the first part of that lemma is proved by noting that $\langle\Psi \mid \Psi\rangle<2$ implies $|F(\eta)-1| \leq F(|\eta|)-1$ $\leq F(1)-1<1$, if $|\eta| \leq 1$. The second statement is obvious if we represent $F(\eta)$ by
$F(\eta)=\prod_{m=1}^{M}\left(\frac{\eta}{\left|a_{m}\right|}-\frac{a_{m}}{\left|a_{m}\right|}\right)\left(\frac{\eta}{\left|a_{m}\right|}-\frac{a_{m}^{*}}{\left|a_{m}\right|}\right)_{l=1}^{A-2 M}\left(\frac{\eta}{b_{l}}+1\right)$.
Here the quantities $a_{m}, a_{m}^{*}, m=1, \ldots, M$ denote the pairs of complex zeros of $F(\eta)$ and the $\left(-b_{l}\right), l=1, \ldots$, $A-2 M$ denote the zeros on the negative real axes. In deriving Eq. (7.5) we have used properties (i) and (iv). The estimates cannot be improved without restricting $\Psi$ as is shown by the examples $F(\eta)=1+\eta^{K}$ and $F(\eta)=(\eta /(1+\epsilon)+1)^{A}, \epsilon>0$, respectively. Note that the results of Ref. 21 are consistent with the estimate $\langle\Psi \mid \Psi\rangle<2$.
Equation (7.5) shows that the L.C.E. will converge for $\langle\Psi \mid \Psi\rangle \sim 2^{A}$ only if the zeros of $F(\eta)$ are concentrated near the unit circle. We see no reason why in physical applications $F(\eta)$ should show that behavior, and we believe that the upper bound of the radius of convergence established in Lemma 7.1 is much too big. In view of the first part of Lemma 7.1 we feel rather pessimistic concerning the convergence of the unrenormalized expansion in physical problems. The convergence properties of the renormalized expansion may be much better. This hope is based on the observation that the renormalization partially resums the expansion of the normalization denominator in Eq. (7.4). Besides this the identity (6.6) also seems to favor the renormalized theory.
In the limit $A \rightarrow \infty$ a necessary condition for the convergence of the cluster expansion is given by the equation $\lim _{A \rightarrow \infty} p_{i_{1}} \cdots i_{n}=\Pi_{k=1}^{n} p_{i_{k}}$ which is found by a comparison of Eqs. (5.1) and (6.6). Equations (6.3) and (6.4) show that this condition is equivalent to the vanishing of $p_{i_{1}}^{c} \ldots i_{n}$, which in the diagrammatic representation employing double beams contains only multiply connected diagrams. This condition seems to be directly related to the short range nature of the correlations which is assumed in the cluster expansion. The B.C.S. wavefunction, for instance, violates it because of the long-range correlations between certain pairs of particles.

## 8. COMPARISON WITH OTHER APPROACHES

We have shown that the I.Y. expansion has a very simple structure. This fact, however, to some extent is compensated by the relatively complicated structure of the clus-
ter integrals. The $n$-point cluster integral contains parts which describe a product of several clusters of less than $n$ particles which are bound together by an exchange of single-particle functions. We can isolate these "reducible" parts by defining nondiagonal irreducible clusters ${ }^{13.19}$ (see Appendix A1), and the terms of the L.C.E. developed here can be absorbed as diagonal elements into an L.C.E. in terms of products of these irreducible clusters. This idea is systematically carried through in Ref. 13, and it is implicitly used in Ref. 14. Compared to the I.Y. expansion, it has the advantage that the cluster integrals are simplified without complicating too much the L.C.E. in terms of these quantities. (However, there are indications that the renormalization is more complicated.)
On the other hand this treatment mixes the effect of the normalization of the wavefunction with the effect of the antisymmetrization. Indeed, the reducible parts of $x_{i_{1}} \cdots i_{n}(\beta)$ are present already in the unlinked expansion and vanish if we omit the antisymmetrization operator in Eq. (2.1). The diagrams containing several cluster integrals, which are mixed with these reducible parts, arise by transforming the unlinked into a linked expansion. From the discussion of Sec. 7 it is clear that we equivalently can interpret these diagrams to be created by dividing out the normalization denominator $\langle\Psi \mid \Psi\rangle^{-1}$, and thus these terms keep track of the normalization. They occur independently of the symmetry of the wavefunction. Thus we believe that there is no reason to treat these two types of terms on the same footing.
Especially we feel that it is a good procedure to renormalize the expansion in the way given here as we thus resum diagrams which are created by the same physical effect. In connection with variational methods the renormalization most probably will resolve the "Emery difficulty," ${ }^{22}$ which is caused by the fact that in the lowest order of the I.Y. expansion there is no mechanism which prevents the trial wavefunction from building up an arbitrarily strong correlation within the interaction region of each pair of particles, and thus gaining an indefinite amount of binding energy. Clearly the renormalization would supply us with such a mechanism as it takes into account the norm of $\Psi$, which also increases if we build up such a correlation. In a further publication we will come back to these problems, which are related ${ }^{4,15}$ to the self-consistence of single-particle energies used in Brueckner theory.
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## APPENDIX: DIAGRAMMATICAL REPRESENTATION OF THE CLUSTER INTEGRALS

## 1. Product form of $\Psi$

Irrespective of the nature of the symmetric operator $\theta$ the reduced subnormalization integral [Eq. (2.4)] symbolically is written in the form

$$
\begin{aligned}
& I_{K_{1}}^{R} \cdots K_{m}=\sum_{P\left\{K_{1}, \cdots, K_{m}\right\}} \operatorname{sgn} P \int^{\left\langle K_{1}, \cdots, K_{m}\right\rangle} \underset{i}{ } \\
& \times\left[d i \varphi_{i}^{*}(i) e^{\beta \theta^{(1)}(i)} \varphi_{i}(i) J_{i}^{-1}(\beta)\right]
\end{aligned}
$$

$$
\begin{equation*}
\times e^{\beta \theta^{(n)}\left(i_{1}, \ldots, i_{n}\right)\left[1-\delta_{1 n}\right]} f_{i_{1} \ldots i_{n}}\left(i_{1}, \ldots, i_{n}\right) \tag{A1}
\end{equation*}
$$

Here $\mathcal{O}^{(m)}$ is the $m$-body part of $\theta$ and the symbol $\bar{i}$ denotes the image $P(i)$ of the index $i$ under the permutation $P$ of the set $\left\{K_{1}, \ldots, K_{m}\right\}$. The correlation functions by definition fulfil the symmetry relations
$f_{i_{1} \cdots i_{\bar{n}}}\left(i_{\overline{1}}, \ldots, i_{\bar{n}}\right)=f_{i_{1} \ldots i_{n}}\left(i_{1}, \ldots, i_{n}\right)$ for all $P\{1, \ldots n\}$.
In the diagrammatic representation a simple (double) $k$ body link [Fig. 7a (b)] connecting the points $i_{1}$ to $i_{K}$ represents a factor $f_{i_{1} \ldots i_{K}}^{*}\left(i_{1}, \ldots, i_{K}\right) f_{i_{1} \ldots i_{K}}\left(i_{1}, \ldots, i_{K}\right)-1$

$$
\begin{aligned}
{\left[f_{\bar{i}_{1}}^{*} \ldots \bar{i}_{K}\left(i_{1}, \ldots, i_{K}\right) \times \mathcal{O}^{(K)}\left(i_{1}, \ldots,\right.\right.} & \left.i_{K}\right) \\
& \left.\times f_{i_{1} \ldots i_{K}}\left(i_{1}, \ldots, i_{K}\right)\right] .
\end{aligned}
$$

$A$ [crossed] directed line connecting the point $i$ to the point $\bar{i}$ represents the integration over the coordinates of the $i$ th particle with the weight factor $\varphi_{i}^{*}(i) \varphi_{i}(i)$ $\left[\varphi_{i}^{*}(i) \theta^{(1)}(i) \varphi_{i}(i)\right]$. The lines thus fix the permutation considered. The cluster integral $x_{i_{1} \cdots i_{n}}$ is given by the sum of the contributions of all different connected diagrams which are constructed according to the following rule.

Rule A1: (i) Draw $n$ points labelled from left to right by $i_{1}$ to $i_{n}$. (ii) Draw a structure of directed lines such that in each point there starts and ends exactly one line, respectively. (iii) Draw any number of simple $r$-body links ( $1 \leq r \leq n$ ). An $r$-body link connecting a definite set of points may occur only once. (iv) Each point must be connected with at least one link.
The rules for evaluating a diagram are obvious. The sign is given by $(-1)^{n-l}$, where $l$ is the number of closed loops of integration lines. In Fig. 7c-e we present some examples which give the following contributions:
(c) $\int d_{1}\left(\left|f_{i}(1)\right|^{2}-1\right)\left|\varphi_{i}(1)\right|^{2}$,
(d) $-\int d_{1} d_{2}\left[f_{i_{1}}^{*}(2) f_{i_{2}}(2)-1\right]\left[{\left.f_{i_{2} i_{1}}^{*}(1,2) f_{i_{1} i_{2}}(1,2)-1\right]}(1)\right.$

$$
\times \varphi_{i_{2}}^{*}(1) \varphi_{i_{1}}(1) \varphi_{i_{1}}^{*}(2) \varphi_{i_{2}}(2)
$$

(e) $-\int d_{1} d_{2}\left[f_{i_{1} i_{3}}^{*}(1,2) f_{i_{1} i_{2}}(1,2)-1\right]$

$$
\begin{aligned}
& \times\left|\varphi_{i_{1}}(1)\right|^{2} \varphi_{i_{3}}^{*}(2) \varphi_{i_{2}}(2) \int d_{3} d_{4}\left[f_{i_{2} i_{4}}^{*}(3,4)\right. \\
& \left.\times f_{i_{3} i_{4}}(3,4)-1\right]\left|\varphi_{i_{4}}(4)\right|^{2} \varphi_{i_{2}}^{*}(3) \varphi_{i_{3}}(3)
\end{aligned}
$$

Evaluating the expectation value of $\mathcal{O}^{(m)}, m \geq 2$, we determine $x_{i_{1}}^{\prime} \ldots i_{n}, n \geq m$, by the rules given above except that we add the statement: (iiia) Each diagram contains exactly one double $m$-point link. If we are concerned with the expectation value of a one-body operator, then $x_{i_{1} \ldots i_{n}}^{\prime}$ is given by $x_{i_{1} \ldots i_{n}}^{\prime}=X_{i_{1} \ldots i_{n}}-x_{i_{1} \ldots i_{n}}$ $\sum_{K=1}^{n}\left\langle i_{K}\right| \theta^{(1)}\left|i_{K}\right\rangle$, where $X_{i_{1} \ldots i_{n}}$ is constructed according to Rule A1 altered in the following respects. (iia) Exactly one line is crossed. (iva) If $n \geq 2$, the starting point of the crossed line may be excepted from statement (iv). Depending on the exact choice of $\Psi$ these rules can be considerably simplified.
We now use that representation to exhibit the asymptotic behavior of $x_{i_{1} \ldots i_{n}}$, a proof of which to our knowledge has not been given in the literature. In the limit $A \rightarrow \infty$ the functions $\varphi_{i}$ are taken to be plane waves and by virtue of momentum conservation all $f_{i}(i)$ are identical to one. All one-body links are zero and the directed line ( $i$ )

carries definite momentum $\mathbf{k}_{i}$. We use the term "irreducible" cluster to denote any part of a diagram which is completely connected by links and which is not a part of a bigger structure with that property. Each diagram contributing to $x_{i_{1} \ldots i_{n}}$ contains $m, 1 \leq m \leq n / 2$ irreducible clusters. A typical diagram containing two irreducible clusters is given in Fig. 7e. By virtue of the short range character of the correlation functions and of the normalization $\left\langle\varphi_{i} \mid \varphi_{i}\right\rangle=1$, the integration over the $(r)$ coordinates of an irreducible cluster yields an expression of the asymptotic order $\Omega^{1-r}=\rho^{r-1} A^{1-r}$ where $\Omega$ and $\rho$ denote volume and density of the system, respectively. Furthermore, conservation of momentum yields a $\delta$ function $\delta\left[\sum \mathbf{k}^{\text {in }}-\sum \mathbf{k}^{\circ} \mathrm{ut}\right]$ where $\mathbf{k}^{\text {in }}$ ( $\mathbf{k}^{\text {out }}$ ) denotes the momentum of an ingoing (outgoing) line. It is easily proved that exactly ( $m-1$ ) of these $\delta$ functions are independent. As a result any term which contributes to $x_{i_{1} \ldots i_{n}}$ and which consists of $m$ irreducible clusters asymptotically behaves like $\rho^{n-m} A^{m-n}$ and in addition contains ( $m-1$ ) independent $\delta$ functions connecting the indices $i_{1}$ to $i_{n}$. Similar results can be deduced for the differentiated cluster integrals. The asymptotic behavior of $x_{i_{1} \ldots i_{n}}$ as derived here, underlies Lemma 5.2. The irreducible clusters constitute the basic quantities of the L.C.E. constructed in Ref. 13.

## 2. Particle-hole form of $\Psi$

This form of $\Psi$ is defined ${ }^{13,15}$ by $\Psi=\exp (S) \Phi$ where, in obvious notation, $\Phi=a_{A}^{+} \cdots a_{1}^{+}|0\rangle$ is the unperturbed ground state and $S$ is given by $S=\sum_{n=1}^{A} S^{(n)}$,
$S^{(n)}=\frac{1}{(n!)^{2}} \sum_{\substack{i_{1} \cdots i_{n} \leq A \\ b_{1} \cdots b_{n}>A}} S_{i_{1} \cdots i_{n}^{b_{1}} \cdots b_{n}} a_{b_{n}}^{+} \cdots a_{b_{1}}^{+} a_{i_{1}} \cdots a_{i_{n}}$,
$S_{i \frac{1}{1} \cdots i_{n}}^{b_{1} \cdots \bar{n}_{\bar{n}}}=\operatorname{sgn} P S_{i_{1} \cdots i_{n}}^{b_{1} \ldots b_{n}}=\operatorname{sgn} P S_{i \frac{1}{1} \cdots i_{n}}^{b_{1} \cdots b_{n}}=S_{i_{1} \cdots i_{n}}^{b_{1} \cdots b_{n}}$
for all permutations $P\{1, \ldots, n\}$.
The wavefunctions $\Psi_{K_{1} \ldots K_{m}}$ are defined in obvious fashion. We introduce pairs of points connected by a (not directed) vertical line to represent the states $i_{K}$. The diagrams contributing to $x_{i_{1} \ldots i_{n}}$ are constructed and evaluated according to the following rules (see also Ref. 13).

Rule A2: (i) Draw $n$ pairs of points which from left to right are labelled by the indices $i_{1}$ to $i_{n}$. (ii) Each lower (upper) point is touched by exactly one hanging (standing) link. (iii) In each lower (upper) point there starts (ends) exactly one directed contraction line.

Rule A3: (i) Label the lower (upper) point of the pair $i_{K}$ by $a_{K}\left(b_{K}\right)$. (ii) A hanging (standing) link connecting the points $i_{K_{1}}$ to $i_{K_{r}}$ contributes a factor $S_{i_{K_{1}} \cdots i_{K_{r}}}^{a_{K_{1}}} \cdots a_{K_{r}}$
 the points $a_{K}$ and $b_{l}$ contributes a factor $\delta_{a_{K} b_{l}}$. (iv)
Sum all indices $a_{K}, b_{K}$ independently over all states $\alpha>A$ and multiply by the factor $(-1)^{n-l} \sigma^{-1}$. Here $l$ is


FIG.8. a) Diagrams contributing to the (not differentiated) cluster integrals for the particle-hole form of $\Psi$. b) Diagrams contributing to the differentiated cluster integrals.
the number of closed loops consisting out of contraction lines and nondirected lines connecting a pair $i_{\kappa}$, and $\sigma$ is the symmetry number.
The equivalence of diagrams and the symmetry number are defined below. In Fig. 8a we give some examples which give the following contributions:
$\sum_{a>A}\left|S_{i}^{a}\right|^{2} ; \sum_{a_{1} a_{2}>A} S_{i_{1}}^{a_{1}} S_{i_{2}}^{a_{2}} S_{i_{1} i_{2}}^{a_{1} a_{2}{ }^{*}} ;-\sum_{a_{1} a_{2}>A} S_{i_{1}}^{a_{1}} S_{i_{1}}^{a_{2}{ }^{*}} S_{i_{2}}^{a_{1}{ }^{*}}$.
A diagram is called connected if we cannot separate it into two parts without cutting a line or a link (or a beam representing the operator). The cluster integral $x_{i_{1} \ldots i_{n}}$ is given by the sum of all inequivalent connected diagrams.
In order to represent the expectation value of the (symmetric) $m$-body operator

$$
\begin{align*}
\theta=\left(\frac{1}{m!}\right)_{\alpha_{1} \cdots \alpha_{m}, \beta_{1} \cdots \beta_{m}}^{2} \sum \quad \begin{aligned}
& \\
& \theta_{\alpha_{1}} \cdots \alpha_{m}, \beta_{1} \cdots \beta_{m} a_{\alpha_{1}}^{+} \cdots a_{\alpha_{m}}^{+} a_{\beta_{m}} \ldots a_{\beta_{1}}
\end{aligned},
\end{align*}
$$

we again introduce the quantity $X_{i_{1} \cdots i_{n}}=x_{i_{1} \ldots i_{n}}^{\prime}+$ $x_{i_{1} \ldots i_{n}} \times \sum_{K=1}^{n} O_{i_{K}, i_{K}}$, where the last term contributes only if $m=1 . X_{i_{1}} \cdots i_{n}$ is given by the sum of all inequivalent connected diagrams constructed according to the following version of Rule A2. We add: (ia) Draw a horizontal beam with $m$ points. In each point of that beam there ends one contraction line starting at a lower point $i_{K}$ and there starts one contraction line ending at an upper point $i_{l}$. We alter (ii) into (ii'): Each lower (upper) point is touched by at most one hanging (standing) link. It must be touched by a link if it is not connected to the horizontal beam by one contraction line. Examples are given in Fig. 8b.
From $X_{i_{1}}$ the trivial diagram (Fig. 8b, the first diagram) has to be excluded. The contribution of a diagram is calculated according to Rule A3, supplemented by the following statements. (ia) The line ending (starting) at the $j$ th point of the horizontal beam is labelled by $\beta_{j}\left(\alpha_{j}\right)$. The beam represents $\theta_{\alpha_{1}} \ldots \alpha_{m}, \beta_{1} \ldots \beta_{m}$. (iiia) Use the corresponding $\delta$ factors to eliminate the $\alpha_{j}$ and $\beta_{j}$. If a point $\alpha_{j}\left(\beta_{j}\right)$ is contracted with a point $i_{K}$ not attached to a link, the $\delta$ factor is $\delta_{i_{K} \alpha_{j}}\left(\delta_{i_{K} \beta_{j}}\right)$; otherwise
it is $\delta_{b_{K} \alpha_{j}}\left(\delta_{a_{K} \beta_{j}}\right)$. According to these rules the contributions of the last three diagrams of Fig. 8 b are given by

$$
\begin{aligned}
& \sum_{b>A} S_{i}^{b *} \theta_{b, i}, \quad-\sum_{a_{1} a_{2}>A} S_{i_{1}}^{a_{2} *} S_{i_{1} i_{2}}^{a_{1} a_{2}} \theta_{i_{2}, a_{1}}, \\
& \frac{1}{4} \sum_{a_{1} a_{2} b_{1} b_{2}>A} S_{i_{1} i_{2}}^{b_{1} b_{2} *} S_{i_{1} i_{2}}^{a_{1} a_{2}} \theta_{b_{1} b_{2}, a_{1} a_{2}} .
\end{aligned}
$$

By virtue of the symmetries of $\theta$ two diagrams which differ only in the ordering in which the contraction lines are fixed to the $m$-point beam are taken to be identical. Taking into account the symmetries of $S^{(n)}$, we can characterize the symmetry operations $P$, which leave the contribution of a diagram unchanged in the following way: (i) Permute the labels $a_{i}, b_{i}$ among themselves in such a way that we interchange only labels which are attached to the same link. (ii) Shift the points along the links with the contraction lines fixed to them in such a way that the original labelling is restored. Two diagrams $X$ and $X^{\prime}$ are equivalent if there exists a $P$ with $P X=X^{\prime}$. (Remember that the ordering in which the lines are attached to the beam is irrelevant.) The symmetry number $\sigma(X)$ is equal to the number of operations $P$ with $P X=X$.

According to these rules it is easy to prove that the cluster integrals $x_{i_{1}}^{\prime} \ldots i_{n}$ corresponding to the operators $P_{i_{1} \ldots i_{m}}=a_{i_{1}}^{+} \ldots a_{i_{m}}^{+} a_{i_{m}}^{n} \cdots a_{i_{1}}$ are given by Eqs. (6.1) and (6.2).
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# Schrödinger equation with a random potential: A functional approach 
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#### Abstract

We present a new functional integral approach to the average density of states of a quantum particle in a random potential. As an illustration of the method, the formulas are explicitly evaluated for some one-dimensional problems; results previously obtained by other methods are recaptured. The formalism for the study of wavefunction localization is also derived.


}

## I. INTRODUCTION

In recent years, and probably because of the technological importance of amorphous solids, a great deal of work has been done on the electronic structure of disordered materials. The natural starting point for an understanding of their properties is a knowledge of the oneelectron spectrum, and the nature of the associated wave functions. In crystalline materials, the Bloch-Floquet theorem immediately reduces the study of the whole crystal to the study of one elementary cell, thus reducing the difficulty enormously. Unfortunately, no analogous theorem exists for the disordered case, and one is confronted in principle with the formidable task of diagonalizing a random matrix of order $10^{23}$. Several methods have been developed to deal with this problem, but the mathematical difficulties involved are of such magnitude that our understanding of the problem is still far from being satisfactory.

A few idealized problems in disordered materials are at present known in which the energy spectrum (but generally no transport properties) can be computed exactly. Dyson ${ }^{1}$ found the frequency spectrum of a linear chain of oscillators with random masses and spring constants (equivalent to the density of states of a one-dimensional tight-binding alloy with nearest neighbor hopping, and with random on-site energies and hopping elements), Frisch and Lloyd ${ }^{2}$ derived the electron spectrum in a random set of $\delta$-function potentials on a line, and Halperin ${ }^{3}$ solved the same problem for a random one-dimensional potential which may have an arbitrary probability distribution at any given point, but must have the property that any two points are statistically independent. In the same paper, Halperin also sets up the formalism for transport properties, but does not do any actual calculations. The formulas are hard to evaluate, even with modern electronic computers.

In three dimensions, the only exact solutions are the density of states found by Lloyd ${ }^{4}$ for the tight-binding alloy with a Lorentzian distribution for the on-site energy, and a generalization thereof studied by Eggarter, Cohen, and Economou, ${ }^{5}$ in which they have incorporated shortrange order in the Lloyd model. In both cases the possibility of solving exactly is due to a particular property of the Lorentzian distribution (only one pole on each side of the real axis), and the elegant result obtained (average density of states = pure crystal density of states convoluted with probability density for on-site energy) is only valid in this special case and provides no help for understanding other three-dimensional situations.

Among the approximate methods, the most widely used is certainly the "coherent potential approximation" (CPA), ${ }^{6.7}$ which in several cases seems to describe the overall band structure reasonably well. But it fails near the band edges (the most interesting region in semiconductors); it has also been shown recently ${ }^{8}$ that in the strong scattering limit the density of states of a binary
alloy has considerable structure in the center of each subband, a fact which is not even qualitatively described by CPA.

The determination of transport properties involves even greater difficulties than the energy spectrum, since in addition information on the wave functions is required. Mott, and Cohen, Fritzsche, and Ovshinsky ${ }^{9}$ have conjectured that a disordered material exhibits energy bands inside which there are "mobility edges" separating extended from localized states. Considerable effort has been devoted to prove this conjecture, but no clean proof has so far been given. Anderson's original work, ${ }^{10}$ and several extensions thereoff, 11,12 are based on the idea that the convergence of a certain renormalized perturbation series is equivalent to localization of the eigenstates of the Hamiltonian under consideration. The energy enters as a parameter in the series, so that the determination of mobility edges reduces to finding the energies at which the series changes from convergent to divergent. This idea can not be rigorously true; in the case of a one-dimensional tight-binding nearest-neighbor-hopping perfect crystal the eigenstates are extended (Bloch states), while the renormalized perturbation series reduces to a finite sum (just two terms) for this problem. It has also been attempted to decide the question of localization by studying some appropriate series or other expression for the ensemble averaged Green's function $\langle G(E)\rangle$. These efforts cannot be fruitful; it was shown recently ${ }^{5}$ that the process of averaging over an ensemble of potential configurations destroys the information on the localized or delocalized character of the wave functions contained in $G(E)$. Percolation theory has also been used to study localization. For a classical particle in a random potential the Mott-CFO conjecture is easy to understand; ${ }^{13}$ the mobility edge coincides with the percolation threshold. But the percolation treatment neglects interference phenomena, which may be important. Consider as an example the one-dimensional problem with a potential $V(x)$ bounded from above. Let $V_{0}=\sup \{V(x) ;-\infty<x<\infty\}$. Borland ${ }^{14}$ has shown that all states are localized in one dimension, so that no mobility edges exist. But the percolation threshold exists and is at $V_{0}$. The localization here is due to the wave nature of the particle, which percolation theory does not describe. The same considerations apply to a threedimensional separable potential $V(\mathbf{r})=V_{1}(x)+V_{2}(y)+$ $V_{3}(z)$.

It is the authors belief that new mathematical methods will eventually have to evolve in order to provide a better understanding of the above questions. If this belief is correct, the search for new approaches to the problem constitutes a worthwhile effort.

In this paper, we present one possible alternative approach, based on a conceptually very simple idea. For an arbitrary wave function $\psi(\mathbf{r})$, the potential $V(\mathbf{r})$ which has $\psi$ as an eigenstate of energy $E$ can be written down
immediately by solving the Schrödinger equation for $V(\mathbf{r})$. If, moreover, a probability density is given in the space of all possible potentials, this can be converted to a probability density in $\psi$ space. Integration over all of $\psi$ space with fixed $E$ then gives the density of states, while integration over some selected subset in $\psi$ space (integration over all "localized" states, for example) could given information on the nature of the wave functions. The mathematical difficulties in carrying out this program will of course be considerable, and have not yet been fully explored.

In Sec. II, we set up our formalism: an equation for the average density of states as an integral over $\psi$ space is derived. The way in which the functional integrals can be evaluated as the limit $N \rightarrow \infty$ of $N$-dimensional integrals is discussed. In Sec. III, we consider as specific examples two one-dimensional problems, and show that our formalism permits to recapture the exact solution of the Dyson problem as given by Economou and Papatriantafillhou, ${ }^{15}$ and the Frisch and Lloyd solution ${ }^{2}$ of the $\delta$-function problem. In Sec.IV, we discuss the question of localization in the present context without being able, unfortunately, to work out any specific examples.

## II. FORMALISM

We consider the Schrödinger equation

$$
\begin{equation*}
-\nabla \psi+V(\mathbf{r}) \psi=E \psi \tag{1}
\end{equation*}
$$

and suppose for simplicity that (1) has to be solved in a finite volume $\Omega$ with some appropriate boundary condition on $\psi$ at $\partial \Omega$. For a given $V(r)$, the density of states is usually expressed in terms of the Green's function

$$
\begin{equation*}
G(z, V(\mathbf{r})) \equiv(z-H)^{-1} \tag{2}
\end{equation*}
$$

by the well-known equation

$$
\begin{equation*}
\rho\left(E, V(\mathbf{r})=-(1 / \pi) \operatorname{Im} \operatorname{Tr} G\left(E^{+}, V(\mathbf{r})\right)\right. \tag{3}
\end{equation*}
$$

We will be interested in the case that $V(r)$ is a random function, and our aim will be, among other things, to compute the average density of states

$$
\begin{equation*}
\rho(E)=\langle\rho(E, V(\mathbf{r}))\rangle . \tag{4}
\end{equation*}
$$

The fact that $V(\mathbf{r})$ is a random function can be stated mathematically by saying that a probability measure $d \mu$ has been given on the function space $X$ of all possible potentials $V(\mathbf{r})$, so that for any subset $U \subset X$

$$
\begin{equation*}
\operatorname{Prob}[V(\mathbf{r}) \in U]=\int_{U} d \mu \tag{5}
\end{equation*}
$$

In order to make our formulas more transparent, we will also use the notation ${ }^{16}$

$$
\begin{equation*}
d \mu=f[V(\mathbf{r})] \mathbb{D}[V(\mathbf{r})], \tag{6}
\end{equation*}
$$

suggesting that a probability density $f[V(\mathbf{r})]$ is associated with each point of $X$. In this notation $\mathscr{D}[V(\mathbf{r})]$ stands for a "volume element" in the function space $X$.

The average density of states can then be written as

$$
\begin{equation*}
\rho(E)=-\frac{1}{\pi} \int \operatorname{Im} \operatorname{Tr} G\left(E^{+}, V(\mathbf{r})\right) f[V(\mathbf{r})] \Phi[V(\mathbf{r})] . \tag{7}
\end{equation*}
$$

One difficulty in the explicit evaluation of (7) is that the functional $G(z, V(r))$ cannot be written down explicitly. Perturbation expansions for $G$, moreover, are hard to handle because $G$ has closely spaced poles on the energy region of interest.

The alternative approach we want to propose is based on the observation that, although the computation of the eigenvalues and wavefunctions for a given $V(\mathbf{r})$ is difficult, the inverse problem is trivial. If a wavefunction $\psi$ and the corresponding energy $E$ are given, the potential which gives rise to $\psi$ as an eigenfunction of energy $E$ is, according to (1),

$$
\begin{equation*}
V(\mathbf{r})=\Delta \psi / \psi+E . \tag{8}
\end{equation*}
$$

Using this fact we can derive an equation for $\rho(E)$ as an integral over the space $Y$ of all possible wave functions $\psi(r) .{ }^{17}$ Equation (8) defines a map $M: Y \times R \rightarrow X$; it assigns a potential $V(\mathbf{r})$ to each pair $(\psi, E)$. This map will not be one-to-one since for a given $V(\mathbf{r})$ there exist infinitely many eigenfunctions. However, for a sufficiently small neighborhood $A$ of any point $p=(\psi, E) \in Y$ $\times R$ the correspondence between $A$ and $M(A)$ given by ( 8 ) is one-to-one. ${ }^{18}$ We define a measure $d \tilde{\mu}$ on $Y \times R$ by the condition that for any such sufficiently small set $A$

$$
\begin{equation*}
\int_{A} d \tilde{\mu}=\int_{M(A)} d \mu \tag{9}
\end{equation*}
$$

This measure can then be extended to all of $Y \times R$ in the usual way. In our more explicit notation we write

$$
\begin{equation*}
d \tilde{\mu}=f[V\{\psi(\mathbf{r}), E\}]|J| \mathcal{D}[\psi] d E, \tag{10}
\end{equation*}
$$

where $J=J(\psi, E)$ is the appropriate Jacobian of the transformation (8).

We will now prove that

$$
\begin{equation*}
\rho(E)=\frac{1}{2} \int_{Y} f[V\{\psi, E\}]|J| \mathscr{D}[\psi] . \tag{11}
\end{equation*}
$$

For this purpose, let us define as $V_{k}\left(E_{0}\right) \subset X$ the set of all those $V(\mathbf{r})$ which have exactly $k$ eigenvalues below $E_{0}$. Obviously

$$
\begin{align*}
& V_{k}\left(E_{0}\right) \cap V_{k^{\prime}}\left(E_{0}\right)=\phi(=\text { empty set }) \quad \text { if } k \neq k^{\prime},  \tag{12}\\
& \bigcup_{k=0}^{\infty} V_{k}\left(E_{0}\right)=X . \tag{13}
\end{align*}
$$

We define the integrated density of states $\mathfrak{N}\left(E_{0}, V(r)\right)$ by

$$
\begin{equation*}
\mathfrak{N}\left(E_{0}, V(\mathbf{r})\right)=k \quad \text { iff } V(\mathbf{r}) \in V_{k}\left(E_{0}\right) ; \tag{14}
\end{equation*}
$$

this quantity is related to the average density of states in the usual way

$$
\begin{equation*}
\left\langle\mathfrak{U}\left(E_{0}, V(\mathbf{r})\right)\right\rangle=\int_{-\infty}^{E_{0}} \rho(E) d E . \tag{15}
\end{equation*}
$$

Consider next the integral
$F\left(E_{0}\right)=\frac{1}{2} \int_{Y \times\left(-\infty, E_{0}\right)} d \tilde{\mu}=\frac{1}{2} \int_{-\infty}^{E_{0}} d E \int_{Y} f[V(\psi, E)]|J| \mathscr{D}[\psi]$.
As the point $(\psi, E)$ sweeps out the region $Y \times\left(-\infty, E_{0}\right)$, each $V(\mathbf{r}) \in V_{k}\left(E_{0}\right)$ will appear exactly $2 k$ times as an argument in $f$, since it appears each time $p$ coincides with one of the eigenstates ( $\psi_{i}, E_{i}$ ) of $V(\mathbf{r})$, and there is a trivial deneneracy between $+\psi_{i}$ and $-\psi_{i}$ which accounts for the factor $\frac{1}{2}$. Therefore, using Eq. (9), we can write

$$
\begin{align*}
& F\left(E_{0}\right)=\frac{1}{2} \sum_{k=0}^{\infty} 2 k \int_{V_{k}\left(E_{0}\right)} d \mu=\sum_{k=0}^{\infty} \int_{V_{k}\left(E_{0}\right)} \\
& \Re\left(E_{0}, V(\mathbf{r})\right) d \mu=\int_{X} \Re\left(E_{0}, V(\mathbf{r})\right) d \mu=\left(\mathfrak{H}\left(E_{0}, V(\mathbf{r})\right) .\right. \tag{17}
\end{align*}
$$

Combining Eqs.(15),(16), and (17) we have established the validity of (11).

Equation (11) has a clear geometrical meaning: the integrand $f[V(\psi, E)]|J|$ represents the probability density in $\psi$ space that a given wave function will occur as an eigenfunction of energy $E$. The average density of states involves an integration over $\mathscr{D}[\psi]$ because we are only interested in having an eigenvalue $E$, regardless of what the eigenfunction is. In this sense Eq. (11) is much more transparent than the usual expression (7) for $\rho(E)$. A further advantage is that no divergences, or complex quantities, which are present in (7), occur in (11). The main problem with (11) is the evaluation of the Jacobian. We will later present explicit calculations of this quantity for one-dimensional problems. As usual, we can express our functional integrals as the limit $N \rightarrow \infty$ of $N$-dimensional integrals. For this, we divide space into an infinitesimal cubic lattice (spacing $=\eta$ ), we label our lattice points by an index $i=1,2, \ldots, N$, and put

$$
\psi\left(\mathbf{r}_{i}\right) \equiv a_{i} .
$$

The finite difference expression for the Laplace operator is then

$$
\begin{equation*}
\Delta \psi\left(\mathbf{r}_{i}\right) \simeq \eta^{-1}\left(\Sigma_{j}^{\prime} a_{j}-Z a_{i}\right) \tag{18}
\end{equation*}
$$

where $Z$ is the coordination number (dependent on the number of dimensions), and $\sum_{j}^{\prime}$ indicates a sum over all those $j$ 's which are neighbors of $i$. The Schrödinger equation (1) now becomes

$$
\begin{equation*}
-W \sum_{j}^{\prime} a_{j}+\epsilon_{i} a_{i}=E a_{i} \tag{19}
\end{equation*}
$$

Here we have made the identifications

$$
\begin{align*}
& W=\eta^{-2}  \tag{20}\\
& \boldsymbol{\epsilon}_{i}=V\left(\mathbf{r}_{i}\right)+Z \eta^{-2} \tag{21}
\end{align*}
$$

Equation (19) is precisely the eigenvalue equation for a tight-binding, nearest-neighbor-hopping Hamiltonian, widely used in the alloy problem. Once we know how to handle (19), the continuum case will be recaptured by letting $\eta \rightarrow 0$ in the final results. Equation (8) which gives the potential in terms of the amplitudes $\left\{a_{i}\right\}$ becomes now

$$
\begin{equation*}
\epsilon_{i}=E+W \sum_{j}^{\prime} a_{j} / a_{i}=\epsilon_{i}\left\{a_{j}\right\} \tag{22}
\end{equation*}
$$

Our integration in $\psi$ space involves only wavefunctions satisfying some normalization condition $\sum_{1}^{N} a_{1}^{2}=$ $u_{0}^{2}$, it is therefore natural to introduce polar coordinates

$$
\begin{align*}
a_{1} & =u \cos \phi_{1} \\
a_{2} & =u \sin \phi_{1} \cos \phi_{2} \\
: &  \tag{23}\\
a_{N-1} & =u \sin \phi_{1} \sin \phi_{2} \ldots \cos \phi_{N-1} \\
a_{N} & =u \sin \phi_{1} \sin \phi_{2} \ldots \sin \phi_{N-1}
\end{align*}
$$

and to take $\left\{\phi_{1}, \phi_{2}, \ldots, \phi_{N-1}, E\right\}$ as independent variables. The normalization constant $u_{0}$ disappears from the problem, as can be seen from (22). If $f\left(\left\{\epsilon_{i}\right\}\right)$ is the probability density in $\epsilon$ space, ${ }^{19}$ our Eq. (11) for the density of states becomes
$\rho(E)=\frac{1}{2} \int d \phi_{1} \ldots d \phi_{N-1} f\left(\left\{\epsilon_{i}\right\}\right)\left|\frac{\partial\left(\epsilon_{1}, \ldots, \epsilon_{N}\right)}{\partial\left(\phi_{1}, \ldots, \phi_{N-1}, E\right)}\right|$.
It is possible to transform this into an integral over all wavefunctions, normalized or not. For this we write

$$
\begin{align*}
\rho(E)= & \frac{1}{2} \int d \phi_{1} \ldots d \phi_{N-1} \int_{0}^{\infty} d u \delta\left(u-u_{0}\right) f\left(\left\{\epsilon_{i}\right\}\right) \\
& \times\left|\frac{\partial\left(\epsilon_{1}, \ldots, \epsilon_{N}, u\right)}{\partial\left(\phi_{1} \ldots, \phi_{N-1}, u, E\right)}\right| \\
= & \frac{1}{2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d a_{1} \cdots d a_{N} \delta\left(u-u_{0}\right) f\left(\left\{\epsilon_{i}\right\}\right) \\
& \times\left|\frac{\partial\left(\epsilon_{1}, \ldots, \epsilon_{N}, u\right)}{\partial\left(\phi_{1}, \ldots, \phi_{N-1}, u, E\right)}\right|\left|\frac{\partial\left(\phi_{1}, \ldots \phi_{N-1}, u, E\right)}{\partial\left(a_{1}, \ldots, a_{N}, E\right)}\right| \\
= & \frac{1}{2} \int_{-\infty}^{\infty} d a_{1} \cdots d a_{N} \delta\left(u-u_{0}\right) f\left(\left\{\epsilon_{i}\right\}\right)\left|\frac{\partial\left(\epsilon_{1}, \ldots, \epsilon_{N}, u\right)}{\partial\left(a_{1}, \ldots, a_{N}, E\right)}\right| . \tag{25}
\end{align*}
$$

Next we notice that $\rho(E)$ is actually independent of $u_{0}$. We therefore pick an arbitrary function $\chi\left(u_{0}\right)$ with the only condition that $\int_{0}^{\infty} \mathrm{X}(u) d u=1$; we multiply both sides of (25) by $\chi\left(u_{0}\right) d u_{0}$ and integrate to get

$$
\begin{array}{r}
\rho(E)=\frac{1}{2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d a_{1} \cdots d a_{N} \chi\left[\left(\sum a_{i}^{2}\right)^{1 / 2}\right] f\left(\left\{\epsilon_{i}\right\}\right) \\
 \tag{26}\\
\left|\frac{\partial\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{N}, u\right)}{\partial\left(a_{1}, \ldots, a_{N}, E\right)}\right| .
\end{array}
$$

The function $X$ may eventually be so chosen as to facilitate the evaluation of the integral (26).

All this applies equally well to any number of dimensions. We will next consider some specific one-dimensional problems and evaluate the above formulas.

## III. THE ONE-DIMENSIONAL CASE

We begin by studying the discrete eigenvalue problem defined by Eq. (19), without making reference to any underlying continuum. This is the Dyson problem, ${ }^{1}$ which appeared first in the study of the spectrum of eigenfrequencies of a linear chain of oscillators with random masses. We will interpret it here as the eigenvalue problem for an electron in a tight-binding band. We lable our points or sites from left to right by an index $i=-N,-N+1, \ldots, 0,1, \ldots N$, and, since some boundary conditions have to be imposed, we assume amplitude zero to the left of $-N$ and to the right of $N$. [This amounts to saying that there are impenetrable walls at $-(N+1)$ and at $N+1$.] Equation (19) can then be written more explicitly as

$$
\begin{aligned}
\epsilon_{-N} & =E+W\left(a_{-N+1} / a_{-N}\right), \\
\epsilon_{i} & =E+W\left(a_{i-1} / a_{i}+a_{i+1} / a_{i}\right), \\
i & =-N+1, \ldots, N-1, \\
\epsilon_{N} & =E+W\left(a_{N-1} / a_{N}\right) .
\end{aligned}
$$

It is clear that the most natural choice of independent variables now is not the set of polar angles of Eq. (23), but instead the set $\left\{\xi_{i}, E\right\}$ where the $\xi_{i}$ 's are the ratios

$$
\begin{equation*}
\xi_{i} \equiv a_{i+1} / a_{i}, \quad i=-N,-N+1, \ldots, N-1 \tag{28}
\end{equation*}
$$

in terms of which

$$
\begin{align*}
\epsilon_{-N} & =E+W \xi_{-N}, \\
\epsilon_{i} & =E+W\left(\xi_{i}+1 / \xi_{i-1}\right), \quad i=-N+1, \ldots, N-1 \\
\epsilon_{N} & =E+W / \xi_{N-1} \tag{29}
\end{align*}
$$

The Jacobian can now be written down

$$
=\left|\begin{array}{ccccccc}
W & 0 & 0 & \cdots & \cdots & 0 & 1  \tag{30}\\
-\frac{W}{\xi_{-N}^{2}} & W & 0 & \cdots & \cdots & 0 & 1 \\
0 & -\frac{W}{\xi 2_{N+1}} & W & 0 & \cdots & 0 & 1 \\
& & & 0 & -\frac{W}{\xi_{N-2}^{2}} & W & 1 \\
& & & & 0 & -\frac{W}{\xi_{N-1}^{2}} & 1
\end{array}\right| \equiv J(-N, N)
$$

We have written the last term of (30) in such a way as to show explicitly that all sites from $-N$ to $N$ are included. Expanding the determinant in the last row and using the same notation we obtain the recurrence relation

$$
\begin{equation*}
J(-N, N)=W^{N-(-N)}+\left(W / \xi_{N-1}^{2} J(-N, N-1)\right. \tag{31}
\end{equation*}
$$

from which, by iteration,

$$
\begin{equation*}
J(-N, N)=W^{2 N}\left(1+\sum_{s=-N}^{N-1}\left(\xi_{N-1} \xi_{N-2} \cdots \xi_{s}\right)^{-2}\right) \tag{32}
\end{equation*}
$$

We will write this as

$$
\begin{equation*}
J(-N, N)=W^{2 N} \sum_{s=-N}^{N}\left(\xi_{N-1} \xi_{N-2} \cdots \xi_{s}\right)^{-2} \tag{33}
\end{equation*}
$$

with the explicit convention that the term $s=N$ (undefined so far) is unity

Our Eq. (11) written in terms of the $\xi_{i}$ 's is

$$
\begin{align*}
& \rho(E)=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d \xi_{-N} \cdots d \xi_{N-1} f\left[\left\{\epsilon_{i}\right\}\right] W^{2 N} \sum_{s=-N}^{N} \\
&\left(\xi_{N-1} \xi_{N-2} \cdots \xi_{s}\right)^{-2} \tag{34}
\end{align*}
$$

The factor $\frac{1}{2}$ in front of the integral is absent here because each set $\left\{\epsilon_{i}\right\}$ corresponds to a pair of wavefunctions $+\psi$ and $-\psi$. To further simplify matters, we will consider the case in which all $\epsilon_{i}$ 's are statistically independent so that the probability density $f\left[\left\{\epsilon_{i}\right\}\right]$ factorizes in the form

$$
\begin{align*}
f\left[\left\{\epsilon_{i}\right\}\right]= & \prod_{j=-N}^{N} g\left(\epsilon_{j}\right)=g\left(E+W \xi_{-N}\right) g\left(E+W \xi_{-N+1}+W / \xi_{-N}\right) \\
& \cdots g\left(E+W \xi_{N-1}+W / \xi_{N-2}\right) g\left(E+W / \xi_{N-1}\right) \tag{35}
\end{align*}
$$

with $g(\epsilon)=$ probability density for a single site.
Inserting (35) into (34) and making the change of variable $u_{i}=W \xi_{i}$ (all $i$ ) in the integrals, we obtain

$$
\begin{align*}
\rho(E)= & \sum_{s=-N}^{N} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d u_{-N} \cdots d u_{N-1} g\left(E+u_{-N}\right) \\
& \times g\left(E+u_{-N+1}+W^{2} / u_{N}\right) \cdots g\left(E+W^{2} / u_{N-1}\right) \\
& \times \frac{W^{2(N-s)}}{\left(u_{N-1} u_{N-2} \cdots u_{s}\right)^{2}} . \tag{36}
\end{align*}
$$

It is now convenient to define two integral operators $K_{1}$ and $K_{2}$ which act on arbitrary function $h(x)$ in the following way;

$$
\begin{align*}
& \left.K_{1} h\right|_{x}=\int_{-\infty}^{\infty} h(y) g\left(E+x+W^{2} / y\right) d y  \tag{37}\\
& \left.K_{2} h\right|_{x}=\int_{-\infty} \frac{W^{2}}{x^{2}} h(y) g\left(E+y+W^{2} / x\right) d y \tag{38}
\end{align*}
$$

Each term in the summation Eq. (36) can be interpreted as follows: integration over $u_{-N}, u_{-N+1}, \ldots, u_{s-1}$ amounts to applying $K_{1} N+s$ times in succession to the function $v_{1}(x)=g(E+x)$. Integration over $u_{N-1}, u_{N-2}$, $\ldots, u_{s+1}$ amounts to apply $K_{2} N-s-1$ times to the function $\vartheta_{2}(x)=g\left(E+W^{2} / x\right)$. Finally, the integration over $u_{s}$ gives the density of states as

$$
\begin{equation*}
\rho(E)=\left.\left.\sum_{s=-N}^{N} \int_{-\infty}^{\infty} d u_{s}\left(K_{1}^{N+s} \vartheta_{1}\right)\right|_{u_{s}}\left(K_{2}^{N-s-1} \vartheta_{2}\right)\right|_{u_{s}} . \tag{39}
\end{equation*}
$$

It can be shown 20 that, provided $g$ is reasonably well behaved, the limit

$$
\begin{equation*}
\left.\lim _{A \rightarrow \infty} K_{1}^{A} \vartheta_{1}\right|_{x}=\phi(x) \tag{40}
\end{equation*}
$$

exists and is given by the solution of the integral equation

$$
\begin{equation*}
\phi(x)=\int_{-\infty}^{\infty} \phi(y) g\left(E+x+W^{2} / y\right) d y \tag{41}
\end{equation*}
$$

supplemented by the normalization condition $\int_{-\infty}^{\infty} \phi(x) d x$ $=\int_{-\infty}^{\infty} v_{1}(x) d x$ which in our case is simply

$$
\begin{equation*}
\int_{-\infty}^{\infty} \phi(x) d x=1 \tag{42}
\end{equation*}
$$

The convergence in (40), moreover, is uniform in $x$. Similarly, there exists the limit

$$
\begin{equation*}
\left.\lim _{A \rightarrow \infty} K A_{2}\right|_{2}=f(x) \tag{43}
\end{equation*}
$$

with $f$ given by the solution of

$$
\begin{equation*}
f(x)=\frac{W^{2}}{x^{2}} \int_{-\infty}^{\infty} f(y) g\left(E+y+W^{2} / x\right) d y \tag{44}
\end{equation*}
$$

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) d x=1 \tag{45}
\end{equation*}
$$

It is also easy to verify by the change of variable $x \rightarrow$ $W^{2} x^{-1}$ and $y \rightarrow W^{2} y^{-1}$ in (41) that

$$
\begin{equation*}
\phi(x)=\left(W^{2} / x^{2}\right) f\left(W^{2} / x\right) \tag{46}
\end{equation*}
$$

Using these results, it is immediate that all except the end terms $s \simeq-N$ or $s \simeq N$ in (39) are approximately equal to $\int_{-\infty}^{\infty} \phi\left(u_{s}\right) f\left(u_{s}\right) d u_{s}$. In the limit of an infinitely long chain $N \xrightarrow{\infty}$, the density of states per site is therefore also given by this expression

$$
\begin{align*}
\rho(E)_{\text {per s ite }} & =\int_{-\infty}^{\infty} d x f(x) f\left(W^{2} / x\right)\left(W^{2} / x\right) \\
& =\int_{-\infty}^{\infty} d x f\left(W^{2} / x\right) f(x) \tag{47}
\end{align*}
$$

This is precisely the result obtained in Ref. 15 by the use of a Green's function approach.

As our second example, we will now work out the problem of a particle on a line with a potential

$$
\begin{equation*}
V(x)=c \sum_{i} \delta\left(x-x_{i}\right) \tag{48}
\end{equation*}
$$

where the $\left\{x_{i}\right\}$ are points chosen independently and at random with an average density $\rho$. This is the Frisch and Lloyd problem. ${ }^{2}$ The $\epsilon_{i}$ 's of Eq. (21) have here a probability distribution

$$
\epsilon_{i}= \begin{cases}\frac{c}{\eta}+\frac{2}{\eta^{2}} & \text { with probability } \eta \rho  \tag{49}\\ \frac{2}{\eta} & \text { with probability } 1-\eta \rho\end{cases}
$$

while $W=\eta^{-2}$. This problem can be handled by combining our former example with a suitable limiting procedure to let $\eta \rightarrow 0$. We assume an infinite system, so that (41) applies, and we introduce the function

$$
\begin{equation*}
p(x)=\eta \rho \delta(x-c / \eta)+(1-\rho \eta) \delta(x) \tag{50}
\end{equation*}
$$

and write (41) as

$$
\begin{equation*}
\phi(x)=\int \phi(y) p\left(E+x+\frac{1}{\eta^{4} y}-\frac{Z}{\eta^{2}}\right) d y \tag{51}
\end{equation*}
$$

It is convenient to define next

$$
\begin{equation*}
x_{\eta}(x)=(1 / \eta) \phi\left(x / \eta+1 / \eta^{2}\right) . \tag{52}
\end{equation*}
$$

Expression (51) as an integral equation for $X_{\eta}$ and using (50), one obtains immediately
$\mathrm{X}_{\eta}(x)=\left(1+\eta x_{1}\right)^{2} \rho \eta \mathrm{X}_{\eta}\left(x_{1}\right)+(1-\eta \rho)\left(1+\eta x_{0}\right)^{2} \mathrm{X}_{\eta}\left(x_{0}\right)$
with

$$
\begin{equation*}
x_{0} \equiv \frac{x+\eta E}{1-\eta(x+\eta E)} \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{1} \equiv \frac{x-c+\eta E}{1-\eta(x-c+\eta E)} . \tag{55}
\end{equation*}
$$

In the limit $\eta \rightarrow 0$ Eq. 53 reduces to a trivial identity. However, the first derivative with respect to $\eta$ followed by $\eta \rightarrow 0$ leads to an equation for $\mathrm{X}(x) \equiv \lim _{\eta \rightarrow 0} \mathrm{X}_{\eta}(x)$ :

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(E^{2}+x^{2}\right) \mathrm{X}(x)=\rho[\mathrm{X}(x)-\mathrm{X}(x-\mathrm{c})] . \tag{56}
\end{equation*}
$$

This is the same equation derived Frisch and Lloyd in their approach based on stochastic processes. ${ }^{20}$ Once (56) has been solved with the appropriate normalization condition

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{X}(x) d x=1 \tag{57}
\end{equation*}
$$

the density of states can be obtained by a similar limiting procedure in (47). We notice first that

$$
\begin{equation*}
\rho(E)_{\text {unit length }}=(1 / \eta) \rho(E)_{\text {per site }} \tag{58}
\end{equation*}
$$

We also write (47) as

$$
\begin{equation*}
\rho(E)_{\text {per site }}=\int_{-\infty}^{\infty} \phi(x) \phi\left(W^{2} / x\right) d x, \tag{59}
\end{equation*}
$$

which is correct because of (46). Next, using the definition of $X_{\eta}$, Eq. (52), we have

$$
\rho(E)_{\text {unit length }}
$$

$$
=\frac{1}{\eta} \int_{-\infty}^{\infty} \phi(x) \phi\left(\frac{W^{2}}{x}\right) d x=\int_{-\infty}^{\infty} X_{\eta}(u) \frac{1}{\eta} \phi\left(\frac{1}{\eta^{2}(1+\eta u)}\right) d u
$$

$$
\begin{equation*}
=\int_{-\infty}^{\infty} \mathrm{x}_{\eta}(u) \mathrm{x}_{\eta}\left[\frac{1}{\eta}\left(\frac{1}{1+\eta u}-\frac{1}{\eta}\right)\right] d u \tag{60}
\end{equation*}
$$

which in the limit $\boldsymbol{\eta} \boldsymbol{\rightarrow} \mathbf{0}$ goes over into

$$
\begin{equation*}
\rho(E)_{\text {unit length }}=\int_{-\infty}^{\infty} \mathrm{X}(u)_{\mathrm{X}}(-u) d u . \tag{61}
\end{equation*}
$$

Frisch and Lloyd derived instead

$$
N(E)_{\text {unit length }}=\int_{-\infty}^{\infty} \rho\left(E^{\prime}\right)_{\text {unit length }} d E^{\prime}=\lim _{u \rightarrow \infty} \rho^{-1} u_{\mathrm{X}}(u)
$$

but the two expressions are equivalent. The fact that $N(E)$ can be written as a functional linear in X , Eq. (62), while $\rho(E)$ is given by a quadratic functional of the same x, Eq. (61), is already discussed in Halperin's work. ${ }^{3}$ A direct proof of the equivalence has also been given recently. ${ }^{21}$

## IV. THE QUESTION OF WAVEFUNCTION LOCALIZATION

Suppose we have agreed on some definition of what is meant by a "localized" wavefunction, and let $L \subset Y$ be the set of all those $\psi$ 's which satisfy this definition. It is clear that if in Eq. (11) we restrict the domain of integration to $L$ instead of all $\psi$ space, we obtain a partial density of states $\rho_{\text {loc }}$ ( $E$ ), associated with those wavefunctions that belong to $L$. Introducing the characteristic function of $L$

$$
X_{\mathrm{loc}}(\psi)=\left\{\begin{array}{l}
1 \quad \text { if } \psi \text { is localized }  \tag{63}\\
0 \text { otherwise }
\end{array}\right.
$$

we can write

$$
\begin{equation*}
\rho_{\mathrm{loc}}(E)=\int_{Y} \mathrm{X}_{\mathrm{loc}}(\psi) f\left[\left\{\epsilon_{i}\right\}\right] \mathscr{D}[\Psi]|J| \tag{64}
\end{equation*}
$$

which has the same structure as (11), the only difference being that the factor $\mathrm{x}_{\text {loc }}(\psi)$ "erases" all extended $s$ states. The Mott-CFO conjecture would be verified if we could prove that in the limit of an infinite system $\rho_{\text {loc }}(E) / \rho(E) \rightarrow 1$ in certain parts of the energy spectrum, and $\rho_{1 \text { oc }}(E) / \rho(E) \rightarrow 0$ in other parts. We see that the information enabling one to decide on the question of localization is, at least in principle, contained in our formalism.

To make the above rigorous, we have to define $X_{\text {loc }}(\psi)$ precisely. For an infinite system matters are very simple: we call a state "localized" if it can be normalized to unity, and extended or delocalized otherwise; this seems to be the only reasonable definition. But it is of no particular interest; infinite systems do not exist in nature. On the other hand, and from a physical point of view, it is clear that in a finite but macroscopic sample of material there are states we want to call localized (like,for example, donor or acceptor states in a slightly doped semiconductor) and states we want to call extended (for example, band states in a very pure crystalline sample). We will try to define $X_{\text {loc }}$ on the basis of these physical ideas. To avoid unnecessary complications, we will only talk about the tight-binding band problem; the case of the continuum can then be obtained by inserting the "mesh spacing" $\eta$ of Sec.II in the appropriate places and taking the limit $\eta \rightarrow 0$.

Let $\alpha(N)$ be any function with the properties

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \alpha(N)=0 \tag{65}
\end{equation*}
$$

and for every $\epsilon>0$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \alpha(N) N^{\epsilon}=\infty . \tag{66}
\end{equation*}
$$

The typical example would be $\alpha(N)=(\log N)^{-1}$.
We propose the definition

$$
\begin{equation*}
\chi_{\mathrm{loc}}(\psi)=\exp \left(-\alpha(N) \sum_{i}^{N}\left|a_{i}\right|\right) \tag{67}
\end{equation*}
$$

where $a_{i}$ is the amplitude of $\psi$ (which we assume normalized to unity) at site $i$. It is clear that this definition has all the desired properties. For a macroscopic system $X_{\text {loc }}(\psi) \simeq 0$ if $\psi$ is a Bloch state, a modulated Bloch state, or even a quasi-one-dimensional percolation channel, and $X_{1 o c}(\psi) \simeq 1$ if $\psi$ is of the type usually considered as localized, with most of the amplitude concentrated in a small region of space. The above approximate equalities become increasingly accurate if the size of the sample is increased.

Strictly speaking, our $X_{10 c}(\psi)$ is not the characteristic function of any decent subset of $Y$, but of what is called a "fuzzy set." 22 This is, however, irrelevant for our purposes; all that matters is that the right-hand side of (64) is a well-defined quantity for any $N$, and we simply take it as the definition of $\rho_{\text {loc }}(E)$.

An exact evaluation of (64) with the definition (67) does not seem an impossible task in one dimension, since the structures of (67) and (11) are very similar. But since no mobility edges are expected in one dimension anyway, we have made no serious effort to carry out this calculation.

We conclude this work with a few additional remarks. One may want to know what fraction of $\psi$ space corresponds to localized states.

We can calculate this fraction $x$ as

$$
\begin{align*}
x & =\frac{\int_{Y} \chi_{l o c}(\psi) \mathscr{D}[\psi]}{\int_{Y} \mathscr{D}[\psi]} \\
& =\frac{\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d a_{1} \cdots d a_{N} e^{-\alpha(N) \Sigma_{1}^{N} \mid a_{i} 1^{\prime}} \delta\left[1-\sum_{1}^{N} a_{i}^{2}\right]}{\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} d a_{N} \delta\left[1-\sum_{1}^{N} a_{i}^{2}\right]} \tag{68}
\end{align*}
$$

which resembles an average of the quantity $\exp [-\alpha(N)$ $\left.\sum_{1}^{N}\left|a_{i}\right|\right]$ over a microcanonical ensemble (because of the $\delta$ function in the integral). It is known from statistical mechanics that for a fixed $\alpha\left(N\right.$-independent) $\lim _{N \rightarrow \infty}$ $\left\langle\exp \left(-\alpha \sum_{1}^{N}\left|a_{i}\right|\right)\right\rangle$ can equally well be computed using the corresponding canonical ensemble with $\left\langle\sum_{1}^{N} a_{i}^{2}\right\rangle=1$. For our case, and because of the very weak dependence of $\alpha(N)$ on $N$ the same proof still holds, and we have

$$
\begin{align*}
x & =\left[\left(\frac{N}{2 \pi}\right)^{1 / 2} \int_{-\infty}^{\infty} e^{-\alpha(N)|a|} e^{-N a^{2} / 2} d a\right]^{N} \\
& \simeq \exp \left(-(2 / \pi)^{1 / 2} \alpha(N) N^{1 / 2}\right) \tag{69}
\end{align*}
$$

Thus, a negligibly small fraction of $\psi$ space corresponds to localized states. But these states must receive an enormous weight in (11) because of the Jacobian. For a localized state, one can considerably change all $\epsilon_{i}{ }^{\text {'s }}$ outside the region of localization without appreciable change in the wave function. If $\psi$ has vanishing amplitude at some site, it is not affected by the $\epsilon$ at that site. From this, we conclude that $|J|^{-1}=\mid \partial\left(a_{1}, \ldots, a_{N}, E\right) /$ $\partial\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{N}, u\right) \mid$ must be extremely small for a
localized state. Thus, the Jacobian tends to favor localization, while the available volume in $\psi$ space favors delocalization of the states as said before. It would be instructive to see which of these tendencies dominates; and we can do so very easily in one dimension.

Let us take any state defined by amplitudes $\left\{a_{i}\right\}$ and suppose these numbers rearranged into a decreasing sequence. If the state is localized, it should survive multiplication by $\exp \left[-\alpha(N) \sum_{j}\left|a_{j}\right|\right]$, and for this to happen the asymptotic behavior for large $N$ must be

$$
\begin{equation*}
\left|a_{j}\right|<1 / j, \quad j \text { large. } \tag{70}
\end{equation*}
$$

Thus

$$
\begin{equation*}
|J|_{l o c} \simeq\left|\frac{1}{a_{1} a_{2} \ldots a_{N}}\right|>e^{N \log N} \tag{71}
\end{equation*}
$$

For a typical extended state, on the other hand,

$$
\begin{equation*}
|J|_{\mathrm{ext}} \simeq e^{(N / 2) \log N} \tag{72}
\end{equation*}
$$

therefore,
$\frac{x|J|_{\text {lec }}}{1|J|_{\text {ext }}} \simeq \exp \left(\frac{N}{2} \log N-(2 / \pi)^{1 / 2} \alpha(N) N^{1 / 2}\right) \underset{N \rightarrow \infty}{\rightarrow} \infty$
indicating a dominance of the localizing tendency represented by $J$. Of course, a rigorous theory should consider $f\left[\left\{\epsilon_{i}\right\}\right]$ also, and refer to the three-dimensional case in order to be of interest. We have not succeeded so far in elaborating such a theory on the basis of the present formalism.
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# On the utility of separable expansions for the $t$ matrix 
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Osborn used the property of compactness to show that there is an infinite mean square deviation between the $t$ matrix for a local potential and any separable $t$ matrix of finite rank. I present an alternate proof, using only the property of square integrability. The divergence of the mean square deviation arises from very large momenta. I argue that a separable $t$ matrix can give a good approximation to the trinucleon energy, which is insensitive to values of the $t$ matrix at very large momenta.

In a recent paper, Osborn ${ }^{1}$ shows that a separable expansion of finite rank ${ }^{2}$ does not converge to the $t$ matrix for a local potential. In this note I summarize his argument, present a simplified proof of his conclusion, and then argue that the approximation of a separable $t$ matrix is likely useful for certain calculations, such as the energy of the trinucleon.

Osborn's argument uses the separation of operators into those which are compact and those which are noncompact. ${ }^{3} \mathrm{He}$ also utilizes the lemma that a noncompact operator is not square-integrable. He first states that a local operator is noncompact. The $t$ matrix for a local potential obeys the Lippmann-Schwinger equation

$$
\begin{equation*}
t(z)=v-v g_{0}(z) t(z) \tag{1}
\end{equation*}
$$

Osborn shows that the second term on the right is square-integrable (provided $z$ is not at a pole) and therefore compact. The difference of the noncompact operator $v$, and the compact second operator gives a noncompact $t(z)$. But a separable $t$ matrix, $t^{N}(z)$ is squareintegrable and therefore compact. Then the difference

$$
\begin{equation*}
\Delta t(z) \equiv t(z)-t^{N}(z) \tag{2}
\end{equation*}
$$

is a noncompact operator, and therefore not squareintegrable. That is, the mean-square deviation of $t^{N}(z)$ from $t(z)$ is infinite.

Sloan and Gray ${ }^{4}$ have very recently examined Osborn's argument, and shown that the noncompactness of a local potential arises from large values of momenta. Their conclusion agrees with that of this note: that a separable approximation can still be useful for calculating quantities which are insensitive to the value of the $t$ matrix at high momenta. Sloan's argument uses the property of compactness; while in this paper we confine ourselves to the property of square-integrability.

We simplify Osborn's proof, and obtain some insight as to the source of the failure of convergence, as follows. First, we show that a local potential $v$ is not square-integrable. Since (from Osborn's paper) the term $v g_{0}(z) t(z)$ is square-integrable, the $t$ matrix $t(z)$ is not square integrable. But $t^{N}(z)$ is square-integrable; then $\Delta t(z)$ defined by Eq. (2) is not square-integrable (in agreement with Osborn's result) giving our Eq. (7), below.

By definition, a local potential has a matrix element in ( $\mathbf{r}, \mathbf{r}^{\prime}$ ) space

$$
\begin{equation*}
\langle\mathbf{r}| v\left|\mathbf{r}^{\prime}\right\rangle=v(\mathbf{r}) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{3}
\end{equation*}
$$

Here $\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ is a three-dimensional Dirac delta function. For determination of square-integrability, we evaluate the trace as a six-dimensional integral

$$
\begin{equation*}
\operatorname{Tr}\left(v v^{+}\right)=\int\langle\mathbf{r}| v\left|\mathbf{r}^{\prime}\right\rangle^{2} d^{3} r d^{3} r^{\prime}=\infty \tag{4}
\end{equation*}
$$

The infinity results from the squared delta function in the integrand.

It is of interest to evaluate $\operatorname{Tr}\left(v v^{\dagger}\right)$ for a local potential in the momentum representation, since we are concerned with applications to the three-nucleon system, which are generally made using this representation. From (3), the potential has matrix elements in momen-tum-space,

$$
\begin{equation*}
\langle\mathbf{p}| v\left|\mathbf{p}^{\prime}\right\rangle=f(\mathbf{q}) \tag{5}
\end{equation*}
$$

Here $\mathbf{q}=\mathbf{p}-\mathbf{p}^{\prime}$, and $f(\mathbf{q})$ is the Fourier transform of $v(\mathbf{r})$. Note that a local potential is independent of the vector $\mathbf{Q}=\mathbf{p}+\mathbf{p}^{\prime}$. We examine the integral, changing variables from ( $\mathbf{p}, \mathbf{p}^{\prime}$ ) to ( $\mathbf{q}, \mathbf{Q}$ ):
$\operatorname{Tr}\left(v v^{\dagger}\right)=\int\langle\mathbf{p}| v\left|\mathbf{p}^{\prime}\right\rangle^{2} d^{3} p d^{3} p^{\prime} \equiv \int[f(\mathbf{q})]^{2} d^{3} q \int d^{3} Q=\infty$.

The infinity clearly arises from very large values of the magnitude $Q$; that is, from very large magnitudes of momenta $p$ and $p^{\prime}$. [This source could be anticipated, since the integrand in (6) is bounded; so the divergence which must occur to give agreement with (4) must come from the infinite limits for integration in momentum space.]

We now use the simple lemma that the sum (or difference) of an operator which is not square-integrable and an operator which is square-integrable gives us an operator which is not square-integrable. We apply this lemma twice: first where the operators are $v$ and $v g_{0}(z) t(z)$, respectively; and then where the operators are $t(z)$ and $t^{N}(z)$, respectively. We thus obtain one of Osborn's results,

$$
\begin{equation*}
\operatorname{Tr}\left(\Delta t \Delta t^{\dagger}\right)=\int\langle\mathbf{p}| \Delta t(z)\left|\mathbf{p}^{\prime}\right\rangle^{2} d^{3} p d^{3} p^{\prime}=\infty \tag{7}
\end{equation*}
$$

The divergence shown in (7) is very disturbing at first, since it appears that a separable $t$ matrix is a very poor approximation. This seems paradoxical, since results for the trinucleon energy using a separable approximation to the $t$-matrix agree quite well with those using a $t$ matrix for a local potential. 5 How can we reconcile this contradiction: $t^{N}$ disagrees with $t$ even for large $N$, as shown by (7); but it is useful to approximate $t$ by $t^{N}$, even for the extreme case $N=1$ (the unitary pole approximation $t^{u}$ ).

It is crucial to remind ourselves that we are arguing the utility of a separable approximation $t^{N}$ for some specified purpose, such as calculation of the trinucleon energy $E_{T}$. Equations (6) and (7) show us that the approximation of separability breaks down at very large magnitudes of momenta, $p$ and $p^{\prime}$. But the trinucleon energy $E_{T}$ is insensitive ${ }^{6}$ to the values of the $t$ matrix at very large values of $p, p^{\prime}$, or $z$, so the failure of $t^{N}$ to be a good approximation for these conditions is
irrelevant to the utility of the approximation $t^{N}$ for this specified purpose.

We can understand Lavine's result ${ }^{6}$ using Fuda's $t$ matrix perturbation theory, ${ }^{7}$ for the first-order correction to the triton energy:

$$
\begin{equation*}
\Delta E^{(1)}=\sum_{\alpha=1}^{3}\left[\langle\phi|-\left\langle\phi_{\alpha}\right|\right] \Delta t_{\alpha}\left(E_{0}\right)\left[|\phi\rangle-\left|\phi_{\alpha}\right\rangle\right] \tag{8}
\end{equation*}
$$

Here $|\phi\rangle$ is the triton state vector found solving the Faddeev equations using approximation $t^{N}$ for the twobody $t$ matrix. $\alpha$ is the "channel" for interaction between nucleons $\beta$ and $\gamma$ (different from each other, and different from $\alpha$ ). The error $\Delta t_{\alpha}\left(E_{0}\right)$ uses (2) for channel $\alpha$, at the energy $E_{0}$ found using $t^{N}$. $\left|\phi_{\alpha}\right\rangle$ is the component of the triton state vector in the $\alpha$ channel. When we evaluate (8) in the momentum representation, the factor $\left[|\phi\rangle-\left|\phi_{\alpha}\right\rangle\right]$ and its transpose each die off rapidly at high momenta (for usual choices of $t^{N}$ ). This convergence factor avoids the infinite result of (7), and in fact gives a rather small numerical result, of order $1 / 5 \mathrm{MeV}$ for central forces with soft cores. 5

One could also argue that the divergence (7) is unlikely to occur if we replace $t(z)$ for a local potential by the (unknown) $t^{R}(z)$ for the real nucleon-nucleon $t$ matrix that occurs in nature. Even a small nonlocality in the potential would smear out the delta function (3), and give some dependence on $Q$ in (6).

But even if the real potential were exactly local, and the divergence (7) held, the approximation $t^{N}(z)$ is useful for calculation of $E_{T}$ for central forces. The divergence (7) is useful as a "danger signal" to remind us that $t^{N}$ is only an approximation, and that we must expect that there are limits to its utility. If we are calculating a quantity which is sensitive to $\langle\mathbf{p}| t(z)\left|\mathbf{p}^{\prime}\right\rangle$ at very
large magnitudes $p$ and $p^{\prime}$, we should anticipate that the separable approximation $t^{N}$ would be inaccurate. Since these matrix elements enter in calculation of electrontrinucleon elastic scattering for very large momentum transfers, we would expect failure of the separable approximation here. (It is likely that three other effects are also of significance in this problem: relativistic effects; effects of poorly-known three-body forces; and nonadditive effects in electron scattering.)

Returning for a moment to the problem of $E_{T}$, the main difficulty with use of the unitary pole separable approximation is the not very good agreement between $t^{u}$ and $t$ found ${ }^{8}$ for noncentral forces.
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# The relativistically invariant expansion of a scalar function on imaginary Lobachevski space 

E. G. Kalnins<br>Centre de Recherches Mathématiques, Université de Montréal, Case Postale 6128, Montréal 101, Québec,<br>Canada<br>(Received 15 September 1972; final revised manuscript received 7 March 1973)<br>Using the previous analysis of Gel'fand and Graev a new relativistically invariant expansion of a scalar function on three-dimensional imaginary Lobachevski space $L_{3}(I)$ is given. The coordinate system used corresponds to the horospherical reduction $S O(3,1) \supset E_{2} \supset S O(2)$ and covers all of $L_{3}(I)$.

## INTRODUCTION AND SUMMARY

Explicit relativistically invariant expansions of functions defined on the three transitivity surfaces of the proper Lorentz group in Minkowksi space have been studied to varying degrees in recent years. ${ }^{1-3}$ Of these surfaces explicit expansions on the upper sheet $H_{2}$ of the double sheeted hyperboloid ${ }^{4}[x, x]=1$ and on the cone ${ }^{5}[\xi, \xi]=0$ have been well developed. ${ }^{6}$ (Note: $x$ is a 4 -vector in Minkowski space with $[x, x]=x_{0}^{2}-x^{2}$ the usual scalar product.) The explicit expansions on $\mathrm{H}_{2}$ and on the cone are based on the expansion formulas due to Gel'fand et al. 7 The invariant expansion of a scalar function $f(x)\left(x \in H_{2}\right)$ is obtained by observing that $\mathrm{H}_{2}$ corresponds to a realization of three-dimensional real Lobachevski space $L_{3}(R)$. An invertable horospherical integral transform then associates a function $h(\xi)$ on the cotie with each $f(x)$. The invariant expansion of $f(x)$ then reduces to the invariant expansion of $h(\xi)$. The latter expansion is achieved by the decomposition of $h(\xi)$ into homogeneous components.

An analogous geometry and irreducible decomposition of a function $f(x)$ on the single sheeted hyperboloid $H_{1}$, with equation $[x, x]=-1$, has also been given in Ref. $\frac{1}{7}$. The geometry of $H_{1}$ corresponds to a realization of imaginary Lobachevski space $L_{3}(I)$ and identifies diametrically opposed points [so that $f(x)=f(-x)$ ]. The irreducible decomposition on $H_{1}$ differs from that on $\mathrm{H}_{2}$ in that it contains a discrete spectrum as well as the usual continuous spectrum.

Previously there has been (to the author's knowledge) one paper by Kuznetzov and Smorodinski ${ }^{8}$ which has considered an explicit complete set of functions on $\mathrm{H}_{1}$ realized as $L_{3}(I)$. This analysis uses the results of Ref. 7 only insofar as they consider a parametrization of $x \in H_{1}$ for which the discrete spectrum term is not necessary. [More specifically, they choose a coordinate system which only parametrizes points at a real distance from $x=(0,0,0,1)$.] Verdiev, ${ }^{9}$ on the other hand, has given his attention to finding an explicit set of complete functions with spin on $H_{1}$. There are some shortcomings in Verdiev's work in that the continuous spectrum expansion functions have not been normalized and the method used to obtain the normalized discrete spectrum expansion functions needs some explanation. Zmuidzinas ${ }^{2}$ has given a complete account of the expansion of a scalar function defined on $H_{1}$ using the eigenfunction expansion methods of Titchmarsh. ${ }^{10}$ This analysis has been done in the canonical group reduction $S O(3,1) \supset S O(3) \supset S O(2)$ or $S$ system. Limic et al. ${ }^{3}$ have treated the general problem of the expansion of square integrable functions defined on the transitivity surfaces of $S O(p, q)$ in the canonical group reduction and hence include the results of Zmuidzinas as a special case.

In this paper we examine the expansion of a square
integrable function defined on $L_{3}(I)$ in the noncanonical group reduction $S O(3,1) \supset E(2) \supset S O(2)$ or horospherical system. This expansion is new and serves to illustrate how the analysis of Gel'fand and Graev should be treated to yield the correct expansion formulas. There is only one other group reduction which parametrizes all of $L_{3}(I)$ (apart from the group reduction $S O(3,1) \supset E(2) \supset$ $T_{1} \otimes T_{2}$, which differs little from the horospherical system). This is the $S$ system. We do not however give this expansion here as it differs little from the results of Zmuidzinas and Limic et al.

The study of the horospherical system group reduction of $S O(3,1)$ has received attention previously in application to particle physics ${ }^{11,12}$ and is also of intrinsic group theoretical interest.

The content of this paper is arranged as follows. In Sec. 1 we collect the pertinent facts concerning the Gel'fand-Graev analysis on $L_{3}(I)$. In Sec. 2 we give the horospherical system expansion.

## 1. THE HARMONIC ANALYSIS OF A SCALAR FUNCTION ON $L_{3}($ ( $)$

The central problem here is the decomposition of the representation

$$
\begin{equation*}
\left[T_{g} f\right](x)=f(x g), \quad x \in L_{3}(I) \tag{1.1}
\end{equation*}
$$

into components which transform according to unitary irreducible representations (UIRs) of the proper Lorentz group $S O(3,1)$. The Gel'fand-Graev transform on $L_{3}(I)$ invertably maps $f(x)$ into a pair of functions $h(\xi)$ and $\phi(\xi, b)$. The function $h(\xi)$ gives the representation

$$
\begin{equation*}
\left[Q_{g} h\right](\xi)=h(\xi g) \tag{1.2}
\end{equation*}
$$

and the functions $\phi(\xi, b)$ define the representation

$$
\begin{equation*}
\left[R_{g} \phi\right](l)=\beta^{-1}(l, g) \phi(l g), \tag{1.3}
\end{equation*}
$$

where $\phi(l)=\phi(\xi, b)$ and $\beta(l, g)$ is the zeroth coordinate of $\xi g$. This pair of functions are obtained by integration of $f(x)$ over the two distinct manifolds of horospheres on $L_{3}(I)$. [We assume that the reader is familiar with the rudiments of the geometry of $L_{3}(I)$ as found for instance in Ref. 7.] Accordingly, we have
(i) Horospheres of the first kind.

$$
\begin{equation*}
h(\xi)=\int f(x) \delta(|[x, \xi]|-1) d x \tag{1.4}
\end{equation*}
$$

with $d x$ the invariant measure on $L_{3}(I)$

$$
\begin{equation*}
d x=\frac{d x_{1} d x_{2} d x_{3}}{\left|x_{0}\right|} \tag{1.5}
\end{equation*}
$$

Here a typical horosphere of the first kind has the equation

$$
\begin{equation*}
|[x, \xi]|=1 \tag{1.6}
\end{equation*}
$$

(ii) Horospheres of the second kind.

In this case $\phi(\xi, b)$ is obtained by integration of $f(x)$ over the isotropic line $x=b+t \xi$ according to

$$
\begin{equation*}
\phi(\xi, b)=\int_{-\infty}^{\infty} f(b+t \xi) d t \tag{1.7}
\end{equation*}
$$

where

$$
[b, b]=-1, \quad[b, \xi]=[\xi, \xi]=0, \quad b_{0}=0
$$

The choice of integration over an isotropic line is more convenient than over the horosphere itself. We note that each horosphere of the second kind given by $[x, \xi]=0$ consists of all mutually parallel isotropic lines passing through the point $\xi$ on the cone.
$f(x)$ is given in terms of $h(\xi)$ and $\phi(\xi, b)$ by the formula

$$
\begin{align*}
& f(x)=\frac{1}{(4 \pi)^{2}} \int h(\xi) \delta(2)(|[x, \xi]|-1) d \xi \\
&+\frac{1}{(2 \pi)^{2}} \int_{0}^{\pi} \cot ^{2} \theta d \theta \int_{\Gamma} \phi(\xi, \theta) d w \tag{1.8}
\end{align*}
$$

where

$$
d \xi=\frac{d \xi_{1} d \xi_{2} d \xi_{3}}{\left|\xi_{0}\right|}
$$

with $\phi(\xi, \theta)$ the value of $\phi(\xi, b)$ for the isotropic line $y=b+t \xi$ lying in the $[x, y]=\cos \theta$ plane (i.e., $[x, b]=$ $\cos \theta)$. $\Gamma$ is a contour on the cone intersecting each generator once and the measure $d w$ is defined by

$$
\begin{equation*}
d w=\left|\xi_{0}\right|^{-1}\left(\xi_{1} d \xi_{2} d \xi_{3}-\xi_{2} d \xi_{1} d \xi_{3}+\xi_{3} d \xi_{1} d \xi_{2}\right) \tag{1.9}
\end{equation*}
$$

In order to achieve the decomposition of $f(x)$ into irreducible parts it is necessary to expand the "Fourier components" $h(\xi)$ and $\phi(\xi, \theta)$ into homogeneous components. For $h(\xi)$ this is done exactly as for the case of $L_{3}(R)$, i.e.,

$$
\begin{align*}
& h(\xi)=\frac{1}{2 \pi i} \int_{\delta-i \infty}^{\delta+i \infty} F(\xi ; \sigma) d \sigma  \tag{1.10}\\
& F(\xi ; \sigma)=\int_{0}^{\infty} h(t \xi) t^{-\sigma-1} d t \tag{1.11}
\end{align*}
$$

The expansion of $\phi(\xi, \theta)$ into irreducible (homogeneous) components is achieved by Fourier analyzing $\phi(\xi, \theta)$ with respect to the angle $\theta(0 \leq \theta<\pi)$ which specifies each isotropic line in a given horosphere of the second kind. The appropriate decomposition is

$$
\begin{equation*}
\phi(\xi, \theta)=\frac{1}{\pi} \sum_{n=-\infty}^{\infty} \tilde{F}(\xi ; x ; 2 n) e^{-2 i n \theta} . \tag{1.12}
\end{equation*}
$$

The "Fourier coefficients" satisfy the homogeneity condition

$$
\begin{equation*}
\tilde{F}(\xi ; b ; 2 n)=\tilde{F}(\xi ; x ; 2 n) e^{-2 i n \theta} \tag{1.13}
\end{equation*}
$$

The invariant decomposition of $f(x)$ is then

$$
\begin{align*}
f(x) & =\frac{i}{4(2 \pi)^{3}} \int_{\delta-i \infty}^{\delta+i \infty} \sigma(\sigma+1) \int_{\Gamma} F(\xi ; \sigma)|[x, \xi]|^{-\alpha-2} d \xi d \sigma \\
& +\frac{1}{\pi^{2}} \sum_{n=1}^{\infty} n \int_{\Gamma} \tilde{F}(\xi ; b ; 2 n) e^{2} i n \theta \delta([x, \xi]) d \xi \tag{1.14}
\end{align*}
$$

and the inversion formulas are

$$
\begin{align*}
& F(\xi ; \sigma)=\int f(x)|[x, \xi]| \sigma d x  \tag{1.15}\\
& \tilde{F}(\xi ; b ; 2 n)=\int f(x) e^{-2}{ }^{i n \theta} \delta([x, \xi]) d x \tag{1.16}
\end{align*}
$$

Group theoretically the "Fourier coefficients" in (1.14) transform according to the irreducible representations (IRs) of $S O(3,1)$ as follows:
(i) $F(\xi ; \sigma)$ transform according to the IRs
$c=\sigma+1=\delta+1+i \rho, \quad(-\infty<\rho<\infty), \quad k_{0}=0,(1.17)$
where $\left[c, k_{0}\right.$ ] labels each IR of $S O(3,1)$. (This is the notation due to Naimark ${ }^{13}$ that we are using here.) We obtain the unitary case (i.e., the principal series) when $\delta=-1$.
(ii) $\tilde{F}(\xi ; b ; 2 n)$ transform according to the UIRs $S O(3,1)$

$$
\begin{equation*}
c=0, \quad k_{0}=2 n, \quad n=1,2,3, \cdots \tag{1.18}
\end{equation*}
$$

## 2. THE HOROSPHERICAL OR Ho SYSTEM EXPANSION ON $L_{3}(/)$

The Ho system 4-vector $x$ on the single sheet hyperboloid $H_{1}$ is given by

$$
\begin{align*}
& x=\left(\frac{1}{2}\left[-e^{-a}+\left(1+r^{2}\right) e^{a}\right], r e^{a} \cos \phi, r e^{a} \sin \phi,\right. \\
& \frac{1}{2}\left[-e^{-a}+\left(r^{2}-1\right) e^{a}\right],  \tag{2.1}\\
&-\infty<a<\infty, \quad 0 \leq r<\infty, \quad 0 \leq \phi<2 \pi
\end{align*}
$$

This parametrization covers the $x_{0}-x_{3} \geq 0$ half of the $[x, x]=-1$ hyperboloid and so covers all of $L_{3}(I)$.

For the $H o$ system expansion the contour $\Gamma$ is taken to be

$$
\begin{equation*}
\xi_{0}-\xi_{3}=2 \tag{2.2}
\end{equation*}
$$

and $\xi$ is parametrized according to

$$
\begin{align*}
\xi= & \left(1+u^{2}+v^{2}, 2 u, 2 v,-1+u^{2}+v^{2}\right)  \tag{2.3}\\
& -\infty<u, v<\infty
\end{align*}
$$

$F(\xi ; \sigma)$ is expanded in a double Fourier series according to

$$
\begin{equation*}
F(\xi ; \sigma)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} a_{\lambda \mu}(\sigma) e^{i \lambda u} e^{i \mu v} d \lambda d \mu \tag{2,4}
\end{equation*}
$$

and the measure on the cone is

$$
\begin{equation*}
d \xi=4 d u d v \tag{2.5}
\end{equation*}
$$

Taking $x=$ (sha, $0,0,-$ cha) the continuous spectrum part of expansion (1.14) then reduces to the calculation of the integral
$I_{\lambda \mu}^{o}(a)=\int_{-\infty}^{\infty} d u \int_{-\infty}^{\infty} d v \mid e^{a}\left(u^{2}+v^{2}\right)-e^{-a \mid-o-2} e^{i \lambda u} e^{i \mu v}$.

This integral can be calculated by using the identity

$$
\begin{equation*}
|t|^{B}=t_{+}^{B}+t_{-}^{B} \tag{2.7}
\end{equation*}
$$

as well as the known Fourier transforms in two dimensions of the functions $\left(b^{2}-u^{2}-v^{2}\right)_{t}^{-\sigma-2}$ which are
given by
F.T. $\left[\frac{\left(b^{2}-u^{2}-v^{2}\right)^{-\sigma-2}}{\Gamma(-\sigma-1)}\right]$

$$
\begin{equation*}
=-i(2 b)^{-\sigma-1}\left[\frac{K_{-\sigma-1}(b(Q-i 0))}{(Q-i 0)^{-(\sigma+1)}}-\frac{K_{-\sigma-1}(b(Q+i 0))}{(Q+i 0)^{-(\sigma+1)}}\right], \tag{2.8}
\end{equation*}
$$

F.T. $\left[\frac{\left(b^{2}-u^{2}-v^{2}\right)_{+}^{-\sigma-2}}{\Gamma(-\sigma-1)}\right]=-i(2 b)^{-\sigma-1}$

$$
\begin{equation*}
\times\left[e^{i \pi(\sigma+1)} \frac{K_{-\sigma-1}(b(Q-i 0))}{(Q-i 0)^{-(\sigma+1)}}-e^{-i \pi(\sigma+1)} \frac{K_{-\sigma-1}(b(Q+i 0))}{(Q+i 0)^{-(\sigma+1)}}\right], \tag{2.9}
\end{equation*}
$$

where $Q=-\lambda^{2}-\mu^{2}$.
These formulas are special cases of the general formulas for the Fourier transforms in $n$ dimensions of the generalized functions $\left(b^{2}+P\right)_{ \pm}^{\lambda}(\lambda \neq$ integer $)$ as given by Gel'fand and Shilov. ${ }^{14}$ (Note: $P$ is a general quadratic form in the $n$ Cartesian coordinate variables expressed in canonical or diagonal form.) $I_{\lambda \mu}^{\sigma}(a)$ is then found to be
$I_{\lambda \mu}^{o}(a)=i \pi\left(\frac{\chi}{2}\right)^{\sigma+1} \Gamma(-\sigma-1) e^{-a}\left[J_{\sigma+1}\left(e^{-a} \chi\right)+J_{-\sigma-1}\left(e^{-a}\right)\right]$,
(2.10)
where $x=\left(\lambda^{2}+\mu^{2}\right)^{1 / 2}$.
For the discrete part of expansion (1.14), $\tilde{F}(\xi ; 2 n)$ is expanded according to
$\tilde{F}(\xi ; 2 n)=\sum_{m=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{x}^{d} \mathrm{X} a_{m}(\mathrm{x} ; 2 n) J_{2 n-m}(\mathrm{xp}) e^{i m \psi}$,
where $u=p \cos \psi, v=p \sin \psi$
The evaluation of the discrete part of (1.14) then requires the calculation of

$$
\begin{equation*}
I_{x}(2 n)=\int J_{2 n-m}(x p) e^{i m \psi} \delta([x, \xi]) d \xi \tag{2.12}
\end{equation*}
$$

This integral is readily calculated, using the identity

$$
\begin{equation*}
\delta\left(a^{2}-x^{2}\right)=\frac{1}{2 a}[\delta(a+x)+\delta(a-x)] \tag{2.13}
\end{equation*}
$$

to be

$$
\begin{equation*}
I_{\chi}(2 n)=4 \pi e^{-a} J_{2 n}\left(\chi^{-a}\right) J_{m}(\chi r) e^{i m \phi} . \tag{2.14}
\end{equation*}
$$

The Ho system expansion on $L_{3}(I)$ is then

$$
\begin{align*}
f(x)= & \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} \mathrm{X}^{d} \mathrm{X}^{-a}\left(\frac{-1}{8(2 \pi)^{2}} \int_{\delta-i \infty}^{\delta+i \infty}\right. \\
& \times \sigma(\sigma+1) a_{m}(\mathrm{x}, \sigma) \Gamma(-\sigma-1) \\
& \times\left[J_{\sigma+1}\left(e^{-a} \mathrm{\chi}\right)+J_{-\sigma-1}\left(e^{-a} \mathrm{x}\right)\right] d \sigma \\
& \left.+\frac{4}{\pi} \sum_{n=1}^{\infty} n a_{m}(\mathrm{x}, 2 n) J_{2 n}\left(\mathrm{x}^{-a}\right)\right) J_{m}\left(\mathrm{x}^{r}\right) e^{i m \varphi} . \tag{2.15}
\end{align*}
$$

For the continuous part of (1.14) we have changed the expansion of $F(\xi ; \sigma)$ to polar coordinates and used the identity

$$
\begin{equation*}
e^{i \times r \cos (\phi-\theta)}=\sum_{m=-\infty}^{\infty} i m J_{m}\left(\chi^{r}\right) e^{i m(\phi-\theta)} \tag{2.16}
\end{equation*}
$$

where $\tan \theta=\lambda / \mu$.

$$
a_{m}(\chi ; \sigma) \text { is then given by }
$$

$$
\begin{equation*}
a_{m}(\chi ; \sigma)=i^{m} \int_{0}^{2 \pi} a_{\lambda \mu}(\sigma) e^{-i m \theta} d \theta \tag{2.17}
\end{equation*}
$$

The inversion formulas of (2.15) are

$$
\begin{align*}
& a_{m}(\chi ; \sigma)=\frac{i}{4 \pi} \Gamma(\sigma+1) \int f(x) e^{-a}\left[J_{0+1}\left(e^{-a} \chi\right)\right. \\
& \left.\quad+J_{-\sigma-1}\left(e^{-a} \chi\right)\right] J_{m}\left(\chi^{r}\right) e^{-i m \varphi} d x  \tag{2.18}\\
& a_{m}(\chi ; 2 n)=\frac{1}{2} \int f(x) e^{-a} J_{2 n}\left(\chi e^{-a}\right) J_{m}\left(\chi^{r}\right) e^{-i m \varphi} d x \tag{2.19}
\end{align*}
$$

where

$$
\begin{equation*}
d x=e^{2 a} d a r d r d \phi \tag{2.20}
\end{equation*}
$$

For the principal series $\sigma=-1+i p$ the continuous part of (3.15) is an expansion in terms of the functions

$$
\begin{equation*}
\Psi_{\rho X m}^{H_{0}}(a, r, \phi)=e^{-a \tilde{J}_{i \rho}}\left(\chi e^{-a}\right) J_{m}(\chi r) e^{i m \phi} \tag{2.21}
\end{equation*}
$$

which satisfy the orthogonality relations

$$
\begin{align*}
& \int \Psi_{\rho \mathrm{X} m}^{H o}(a, r, \phi) \Psi \overline{\Psi_{\overline{\mathrm{X}} \bar{m}}}(a, r, \phi) d x \\
&=\frac{2 \operatorname{sh} \pi \rho}{\mathrm{x} \rho} \delta(\rho-\bar{\rho}) \delta(\mathrm{x}-\overline{\mathrm{X}}) \delta_{m \bar{m}} \tag{2.22}
\end{align*}
$$

where we have put

$$
\begin{equation*}
\tilde{J}_{i \rho}(x)=J_{i \rho}(x)+J_{-i \rho}(x) \tag{2.23}
\end{equation*}
$$

We observe that the $a$ dependant part of (2.22) reproduces the completeness relation for the Titchmarsh integral transform, 15 i.e.,

$$
\begin{equation*}
\int_{0}^{\infty} \tilde{J}_{i \rho}(x) \tilde{J}_{i \bar{\mu}}(x) x^{-1} d x=\frac{2 \operatorname{sh} \pi \rho}{\rho} \delta(\rho-\bar{\rho}) \tag{2.24}
\end{equation*}
$$

We also note that for the discrete spectrum expansion functions we have the orthogonality relation

$$
\begin{equation*}
\int_{0}^{\infty} J_{2 n}(x) J_{2 m}(x) x^{-1} d x=\frac{1}{4 n} \delta_{n m} \tag{2.25}
\end{equation*}
$$

This is just a special case of the formula

$$
\begin{equation*}
\int_{0}^{\infty} J_{\mu}(x) J_{\nu}(x) x^{-1} d x=\frac{2 \sin \frac{1}{2} \pi(\nu-\mu)}{\pi\left(\nu^{2}-\mu^{2}\right)} \tag{2.26}
\end{equation*}
$$

## CONCLUDING REMARKS

We have given here an expansion of a function $f(x) \in L_{3}(I)$ in a coordinate system which is an alternative to the canonical or $S$ system, viz., the Ho system. The parametrization of $x$ we used is obtained from the corresponding coordinate system vector on $H_{2}$ via the analytic continuation $a \rightarrow a+i \pi / 2$. This example illustrates not only the application of the analysis of Gel'fand and Graev in obtaining explicit expansion formulas but also that the group reduction parametrizations of $x \in H_{2}$ when continued in the manner above do not always cover
all of $H_{1}$. The $S$ system is the only one that covers all of $H_{1}$. It should be mentioned here that the expansion functions used for $\hat{F}(\xi, 2 n)$ in (2.11) are the natural ones in the sense that they are the basis functions for the UIR $\{o, 2 n\}$ of $S O(3,1)$ when realized in a Ho system basis in the space of square-integrable functions in the plane.
In the future we intend to study all possible coordinate systems on $H_{1}$ which cover at least all of $L_{3}(I)$ and for which the angular part of the Laplacian $\Delta_{L}$ admits a separation of variables.
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## Exact motion in noncentral electric fields
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We study the problem of the motion of a charged particle in noncentral potentials of the type $f(\theta) / r^{2}+V(r)$. Newton's and Schrödinger's mechanics are considered. Exact solutions exist if $V(r)=-H / r$ or $K r^{2}$ (i.e., Coulomb or harmonic oscillator potentials) while $f(\theta)$ may have at least three different expressions as a function of $\theta$ if the problem is three-dimensional and seven expressions if it is two-dimensional. The classical trajectories are computed and the energy levels in the corresponding quantum problem are given. Analogies between the two treatments are discussed.

For a presumed complete bibliography about the problem of finding exact solutions to the equations of motion in the presence of unusual types of potentials see Refs. 1-10. Central magnetic fields were treated in a previous paper. ${ }^{10}$ We now turn to noncentral electric potentials of the type

$$
\begin{equation*}
J=(\mu / \epsilon)\left[f(\theta) / r^{2}+V(r)\right], \tag{1}
\end{equation*}
$$

where $\mu$ is the mass and $\epsilon$ the charge of the particle, ( $r, \theta, \varphi$ ) its spherical coordinates. $V$ represents its velocity, $\gamma$ its acceleration. $i$ equals $\sqrt{-1}$. We shall perform the calculations both for Newton's and for Schrödinger's mechanics.

## I. NEWTON'S MECHANICS

Newton's equation can be written in the form

$$
\gamma=-\operatorname{grad}\left[f(\theta) / r^{2}+V(r)\right]
$$

or in more detail

$$
\begin{align*}
\gamma= & -(1 / r) V^{\prime}(r) \mathbf{r}+2 f(\theta) \mathbf{r} / r^{4}-\left(1 / r^{4}\right) f^{\prime}(\theta) \\
& \times\left[x z\left(x^{2}+y^{2}\right)^{-1 / 2}, y z\left(x^{2}+y^{2}\right)^{-1 / 2},-\left(x^{2}+y^{2}\right)^{1 / 2}\right] . \tag{2}
\end{align*}
$$

## A. The radial integration

The conservation of energy implies

$$
\begin{equation*}
v^{2}+2 f(\theta) / r^{2}+2 V(r)=a \quad(=\text { const }) \tag{3}
\end{equation*}
$$

By scalar multiplication of (2) by $r$ we obtain:

$$
\mathbf{r} \cdot \gamma=-r V^{\prime}(r)+2 f(\theta) / r^{2}
$$

From this equation we deduce

$$
d(\mathbf{r} \cdot \mathbf{v}) / d t=\mathbf{r} \cdot \gamma+v^{2}=a-r V^{\prime}(r)-2 V(r) .
$$

Remembering that $2 \mathrm{r} \cdot \mathrm{v}=d r^{2} / d t$, we have after a classical integration

$$
\begin{equation*}
r \cdot v=\left(a r^{2}-2 r^{2} V(r)-b\right)^{1 / 2} \tag{4}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\int d t=\int r\left(a r^{2}-2 r^{2} V-b\right)^{-1 / 2} d r=F(r) . \tag{5}
\end{equation*}
$$

It is very remarkable that the radial motion is independent of the noncentral term in the potential (1). Equation (5) is exactly integrable by means of circular functions in the two classical cases:

$$
\begin{array}{ll}
V=V_{1}=-H / r & \text { (Coulomb potential), } \\
V=V_{2}=K r^{2} & \text { (harmonic oscillator). }
\end{array}
$$

In what follows we shall always restrict ourselves to these two possibilities and concentrate on the noncentral term in (1). It must be pointed out that $a>0$ if $V=K r^{2}$, but that $a<0$ if $V=-H / r$ (for bound states).

## B. Angular integrations

Let us define $\mathbf{P}=\mathbf{r} \times \mathbf{v}$; its modulus squared $P^{2}$ can be written as

$$
P^{2}=r^{2} v^{2}-(\mathbf{r} \cdot \mathbf{v})^{2} .
$$

Using (3) and (4) one finds

$$
P^{2}=b-2 f(\theta)
$$

Although the modulus of the angular momentum is not a constant of the motion, the expression $P^{2}+2 f(\theta)$ is conserved. On the other hand, in spherical coordinates, $P^{2}$ equals $r^{4}\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\varphi}^{2}\right)$ where the point denotes time differentiation, and

$$
\begin{equation*}
r^{4}\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\varphi}^{2}\right)=b-2 f(\theta) \tag{6}
\end{equation*}
$$

By vector multiplication of (2) by $r$ one finds
$d \mathbf{P} / d t=-\left[f^{\prime}(\theta) / r^{2}\right]\left[-y\left(x^{2}+y^{2}\right)^{-1 / 2}, x\left(x^{2}+y^{2}\right)^{-1 / 2}, 0\right]$.
One concludes that $d P_{z} / d t=0$, and after integration

$$
\begin{equation*}
P_{z}=r^{2} \sin ^{2} \theta \varphi=d \quad(d=\text { const }) . \tag{7}
\end{equation*}
$$

Equations (6) and (7) allow us to find the two last integrations needed for the complete solution of this problem:

$$
\begin{align*}
& I=\int \frac{\sin \theta d \theta}{\sqrt{[b-2 f(\theta)] \sin ^{2} \theta-d^{2}}} \\
&=\int \frac{1}{r}\left(a r^{2}-2 r^{2} V-b\right)^{-1 / 2} d r \tag{8}
\end{align*}
$$

$$
\begin{equation*}
J=d \int \frac{d \theta}{\sin \theta \sqrt{[b-2 f(\theta)] \sin ^{2} \theta-d^{2}}}=\int d \varphi . \tag{9}
\end{equation*}
$$

The problem is now solved. An exact solution exists provided the integrals present in (8) and (9) are elementary. The expression "exact solution" has been defined in our previous paper ${ }^{10}$ as solutions expressible in terms of circular or at most elliptic functions.

Remark 1: Equation (7) indicates that $P_{z}$ is a constant of the motion. If we can choose the $O x z$ plane so that it contains the initial vectors $\mathbf{r}(t=0)$ and $\mathbf{v}(t=0) \mathbf{P}$ is directed along the $y$ axis, so that $P_{z}=d=0$. The trajectory is entirely contained in the $O x z$ plane: $r$ and $\theta$ are the polar coordinates in the $O x z$ plane. Equation (9) vanishes and (8) determines the polar equation of the trajectory.

Remark 2: In connection with Remark 1 it must be pointed out that classical mechanics makes no distinction between the motion in the three-dimensional potential (1) (where $r^{2}=x^{2}+y^{2}+z^{2}$ ) and the motion in the two-dimensional potential (1) (where $r^{2}=x^{2}+y^{2}$ ) provided $d=0$ in the first case and $v_{z}=0$ in the second case. In both cases the trajectory is located in a plane. It can happen (see examples below) that quadratures (8) and (9) may be exactly performed when $d=0$ but not $d \neq 0$ : then the exact solution for the three-dimensional problem only exists with suitable initial conditions (see Remark 1) without equivalent in the quantum formalism. With respect to the Schrödinger equation, an exact solution is to be expected only for the two-dimensional problem (i.e., in cylindrical coordinates).

## 1. Elementary integrations

In Remark 2 it was shown that if a Newtonian problem involving a potential of the type (1) is soluble in two dimensions it is also soluble in three dimensions provided suitable initial conditions are imposed. In fact, it suffices to choose adequately the orientation of the axis of reference. In view of future convenience in the comparison between the classical and quantum treatments of a same problem we must however distinguish potentials which lead to elementary quadratures for arbitrary $d$ from those which need $d=0$. It is not difficult to see that the following functions $f(\theta)$ satisfy the required condition.
Elementary integrations for arbitrary $d$-values:
(a) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \cos ^{2} \theta+\beta \cos \theta+\gamma\right) \sin ^{-2} \theta$,
(b) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \cos ^{4} \theta+\beta \cos ^{2} \theta+\gamma\right) \sin ^{-2} \theta \cos ^{-2} \theta$,
(c) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \cot ^{2} \theta+\beta \cot \theta+\gamma\right)$.

Elementary integrations when $d=0$ only:
(d) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \sin ^{2} \theta+\beta \sin \theta+\gamma\right) \cos ^{-2} \theta$,
(e) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \tan ^{2} \theta / 2+\beta \tan \theta / 2+\gamma\right)$,
(f) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \cot ^{2} \theta / 2+\beta \cot \theta / 2+\gamma\right)$,
(g) $f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \tan ^{2} \theta+\beta \tan \theta+\gamma\right)$.

The parameters $\alpha, \beta$, and $\gamma$ have arbitrary constant values (apart from conditions specified below). The factor $\hbar^{2} / 2 \mu^{2}$ is introduced in view of future convenience. We shall solve in detail the problem involving the first of these potentials. For the others we shall restrict ourselves to the equation of the trajectory. We shall also investigate the condition under which the motion is stable, i.e.,

$$
0<r_{\min }<r<r_{\max }
$$

(a) Except for the trivial case $\alpha=\beta=\gamma=0$, only one special case of (10) seems to have been investigated in the literature: ${ }^{1} \beta=0, \alpha=-\gamma$ so that the total potential (1) remains central. The study of the motion in the electrical potential
$J=(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\right.$

$$
\begin{equation*}
\left.\times\left(\alpha \cos ^{2} \theta+\beta \cos \theta+\gamma\right) /\left(r^{2} \sin ^{2} \theta\right)+V(r)\right] \tag{17}
\end{equation*}
$$

where $V(r)=-H / r$ or $K r^{2}$. seems to be new. We only
integrate the case $d=0$ for the sake of brevity. With the new variable $u=\cos \theta$ Eq. (8) becomes

$$
\begin{aligned}
-\int\left[-\left(b+\alpha \hbar^{2} / \mu^{2}\right) u^{2}\right. & \left.-\left(\beta \hbar^{2} / \mu^{2}\right) u+\left(b-\hbar^{2} \gamma / \mu^{2}\right)\right]^{-1 / 2} \\
\times d u & =\int\left(a r^{2}-2 r^{2} V-b\right)^{-1 / 2}(1 / r) d r .
\end{aligned}
$$

We shall see in the final discussion that these quadratures lead to circular functions only if $\alpha, \beta$, and $\gamma$ obey the conditions

$$
\begin{align*}
& \alpha+\beta+\gamma \geqslant 0, \\
& \alpha-\beta+\gamma \geqslant 0 \tag{18}
\end{align*}
$$

If not, the solutions are logarithmic so that the motion is not stable. We shall therefore impose (18). Finally, for $V=V_{1}=-H / r$ one obtains the polar equation of the trajectory:

$$
\begin{align*}
(b+ & \left.\alpha \hbar^{2} / \mu^{2}\right)^{-1 / 2} \arcsin \\
& \times \frac{2\left(b+\alpha \hbar^{2} / \mu^{2}\right) \cos \theta+\beta \hbar^{2} / \mu^{2}}{\left[\beta^{2} \hbar^{4} / \mu^{4}+4\left(b+\alpha \hbar^{2} / \mu^{2}\right)\left(b-\gamma \hbar^{2} / \mu^{2}\right)\right]^{1 / 2}} \\
& =b^{-1 / 2} \arcsin \frac{b-H r}{r\left(H^{2}+a b\right)^{1 / 2}}+C^{t} \tag{19}
\end{align*}
$$

The trajectory is a rosette contained between two circles so that

$$
b\left(H+\sqrt{H^{2}+a b}\right)^{-1}<r<b\left(H-\sqrt{H^{2}+a b}\right)^{-1}
$$

It is not difficult to see that the trajectory is closed if

$$
b^{-1 / 2}\left(b+\alpha \hbar^{2} / \mu^{2}\right)^{1 / 2}=m / n, \text { a rational number }
$$

When $V=V_{2}=K r^{2}$, the trajectory is found to be

$$
\begin{aligned}
&\left(b+\alpha \hbar^{2} / \mu^{2}\right)^{-1 / 2} \arcsin \\
& \times \frac{2\left(b+\alpha \hbar^{2} / \mu^{2}\right) \cos \theta+\beta \hbar^{2} / \mu^{2}}{\left[\beta^{2} \hbar^{4} / \mu^{4}+4\left(b+\alpha \hbar^{2} / \mu^{2}\right)\left(b-\gamma \hbar^{2} / \mu^{2}\right)\right]^{1 / 2}} \\
&=(1 / 2) b^{-1 / 2} \arcsin \frac{2 b-a r^{2}}{r^{2}\left(a^{2}-8 b K\right)^{1 / 2}}+C^{t}
\end{aligned}
$$

which again presents the aspect of a rosette so that

$$
\begin{aligned}
(2 b)^{1 / 2}\left(a+\sqrt{a^{2}-8 b K}\right)^{-1 / 2}<r< & (2 b)^{1 / 2} \\
& \times\left(a-\sqrt{a^{2}-8 b K}\right)^{-1 / 2}
\end{aligned}
$$

It is closed if the above condition is fulfilled.
(b) We now study the motion in the electrical potential

$$
\begin{align*}
J & =(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\right. \\
& \left.\left(\alpha \cos ^{4} \theta+\beta \cos ^{2} \theta+\gamma\right) /\left(r^{2} \sin ^{2} \theta \cos ^{2} \theta\right)+V(r)\right] . \tag{20}
\end{align*}
$$

Equation (8) can immediately be integrated provided $\cos ^{2} \theta$ is taken as new variable. The equation of the trajectory is (take $V=V_{1}$ for example)

$$
(1 / 2)\left(b+\alpha \hbar^{2} / \mu^{2}\right)^{-1 / 2} \arcsin
$$

$$
\begin{aligned}
& \times \frac{2\left(b+\alpha \hbar^{2} / \mu^{2}\right) \cos ^{2} \theta-\left(b-\beta \hbar^{2} / \mu^{2}\right)}{\left[\left(b-\beta \hbar^{2} / \mu^{2}\right)^{2}-4\left(b+\alpha \hbar^{2} / \mu^{2}\right) \hbar^{2} \gamma / \mu^{2}\right]^{1 / 2}} \\
= & b^{-1 / 2} \arcsin \frac{b-H r}{r\left(H^{2}+a b\right)^{1 / 2}}+C^{t} .
\end{aligned}
$$

The following conditions are needed for a stable motion:

$$
\begin{align*}
& \alpha+\beta+\gamma \geqslant 0 \\
& \gamma \geqslant 0 \tag{21}
\end{align*}
$$

(c) We study the motion in the electric potential
$J=(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \cot ^{2} \theta+\beta \cot \theta+\gamma\right)+V(\gamma)\right]$.
Equation (8) can be integrated provided the new (complex!) variable $e^{2 i \theta}$ is taken. The equation of the trajectory is $\left(V=V_{1}\right)$ :

$$
\begin{align*}
&(i / 2) {\left[\hbar^{2}(\gamma-\alpha+i \beta) / \mu^{2}-b\right]^{-1 / 2} \arcsin } \\
& \times \frac{\left[\hbar^{2}(\beta+2 i \alpha) / \mu^{2}\right] \cot \theta+\left[\hbar^{2}(2 \gamma+i \beta) / \mu^{2}\right]-2 b}{(\cot \theta-i)\left[\left(\hbar^{4} \beta^{2} / \mu^{4}\right)+4\left(\hbar^{2} \alpha / \mu^{2}\right)\left(b-\hbar^{2} \gamma / \mu^{2}\right)\right]^{1 / 2}} \\
& \quad+\text { c.c. }=b^{-1 / 2} \arcsin \frac{b-H \gamma}{r\left(H^{2}+a b\right)^{1 / 2}}+\text { const. } \tag{23}
\end{align*}
$$

No restrictions on $\alpha, \beta$, and $\gamma$ have to be imposed.
In the cases (a), (b), and (c) both integrals (8) and (9) lead to elementary functions for arbitrary $d$-values. It is only for the sake of brevity that we put $d=0$ in the equation of the trajectory. In the following problems (d), (e), ( f ), and (g) the condition $d=0$ is needed.
(d) We study the motion in the electric potential

$$
\begin{equation*}
J=(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \sin ^{2} \theta+\beta \sin \theta+\gamma\right) /\left(r^{2} \cos ^{2} \theta\right)+V(r)\right] \tag{24}
\end{equation*}
$$

Here it is necessary to choose the orientation of the axis of reference so that $d=0$ in (8) (see Remarks 1 and 2) if we want elementary quadratures. The equation of the trajectory is obtained by simply replacing $\theta$ by $\pi / 2-\theta$ in (19). Indeed potential (13) deduces from (10) in that way. However, (8) indicates that the sign of the first member of the equation of the trajectory must be inverted. The condition of stability is again (18).
(e) We study the motion in the electric potential
$J=(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \tan ^{2}(\theta / 2]+\beta \tan (\theta / 2)+\gamma\right)+V(r)\right]$.
(25)

$$
\begin{aligned}
& f(\theta)=\left(\alpha \cos ^{2} \theta+\beta \cos \theta+\gamma\right) \cos ^{-2} \theta \quad(\text { put } u=\cos \theta) \\
& f(\theta)=\left(\alpha \sin ^{2} \theta+\beta \sin \theta+\gamma\right) \sin ^{-2} \theta \quad(\text { put } z=\sin \theta) \\
& f(\theta)=(\alpha \cos \theta+\beta \sin \theta+\gamma) \cos ^{-1} \theta \\
& f(\theta)=(\alpha \cos \theta+\beta \sin \theta+\gamma) \sin ^{-1} \theta \\
& f(\theta)=\left(\alpha \cos \theta+\beta \sin \theta+\gamma \sin ^{2} \theta+\delta \sin \theta \cos \theta+\epsilon\right)
\end{aligned}
$$

The list does not terminate here but we think it is of little interest to write it in extenso.

## 3. Other possibilities of exact motion

The conclusions of the preceding sections are valid with arbitrary initial conditions (see, however, Remarks 1 and 2). In this section we deal with exact motions allowed by suitable initial conditions. It was recently shown by Armenti and Havas ${ }^{12}$ that an exact motion is sometimes possible outside the plane of symmetry $\theta=\pi / 2$ when a monopole-prolate quadrupole potential acts on the particle. However, very special initial conditions are needed to this end. The authors noted that the conclusions are also valid when one considers noncentral potentials if in addition to an attractive radial force, there is a $\theta$-component of the noncentral force directed

Equation (8) can be integrated with the new variable $\tan (\theta / 2)$.

The trajectory is described by an equation of a rather unusual type:
$i\left[\hbar^{2}(\gamma-\alpha+i \beta) / \mu^{2}-b\right]^{-1 / 2} \arcsin$

$$
\begin{align*}
& \times \frac{\left[\hbar^{2}(\beta+2 i \alpha) / \mu^{2}\right] \tan (\theta / 2)+\left[\hbar^{2}(2 \gamma+i \beta) / \mu^{2}\right]-2 b}{[\tan (\theta / 2)-i]\left[\left(\hbar^{4} \beta^{2} / \mu^{4}\right)+4\left(\hbar^{2} \alpha / \mu^{2}\right)\left(b-\hbar^{2} \gamma / \mu^{2}\right)\right]^{1 / 2}} \\
& + \text { c.c. }=-b^{-1 / 2} \arcsin \frac{b-H r}{r\left(H^{2}+a b\right)^{1 / 2}}+C^{t} . \tag{26}
\end{align*}
$$

Complex quantities are mixed to give a final real result; the problem (c) led to the same remark; there are no restrictions on the values of $\alpha, \beta$, and $\gamma$.
(f) We study the motion in the electric potential
$J=(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \cot ^{2}(\theta / 2)+\beta \cot (\theta / 2)+\gamma\right)+V(r)\right]$.

Since it follows from (25) by the substitution $\theta \rightarrow \pi-\theta$ Equation (8) indicates that the equation of the trajectory is obtained by carrying the same substitution in (26) after having inverted the sign of the first member. No restrictions about $\alpha, \beta$, and $\gamma$.
(g) We study the motion in the electric potential

$$
\begin{equation*}
J=(\mu / \epsilon)\left[\left(\hbar^{2} / 2 \mu^{2}\right)\left(\alpha \tan ^{2} \theta+\beta \tan \theta+\gamma\right)+V(r)\right] \tag{28}
\end{equation*}
$$

The equation of the trajectory obviously follows from (23) by the substitution $\theta \rightarrow \pi / 2-\theta$, after inverting the sign of the first member. No restrictions about $\alpha, \beta$, and $\gamma$.

## 2. Elliptic integrations

Let us make the equation of the trajectory (8) rational by a suitable change of variables. If the irrationality is of the third or of the fourth degree the trajectory may be written with the aid of elliptic functions. The potentials (1) for which $f(\theta)$ has the following values lead to elliptic integrals:

$$
[\text { put } y=\tan (\theta / 2)]
$$

away from the plane of symmetry. It must be pointed out that since the existence of such a movement depends on the initial conditions no equivalent can exist in the quantum formalism.
(a) We prove that the following exact motion is possible: $\dot{\theta}=0, \dot{\varphi}=\omega=\mathrm{const} \rightarrow \varphi=\omega t+\varphi_{0}$. The trajectory is thus a circle located in a plane at the distance $d=r$ $\cos \theta$ from the plane of symmetry.
From the equations of motion ${ }^{11}$ :

$$
\begin{aligned}
& V^{\prime}(r)-2 f(\theta) / r^{3}=\omega^{2} r \sin ^{2} \theta \\
& f^{\prime}(\theta) / r^{3}=\omega^{2} r \sin \theta \cos \theta
\end{aligned}
$$

We deduce

$$
\omega^{2}=f^{\prime}(\theta) /\left(r^{4} \sin \theta \cos \theta\right)
$$

and

$$
r^{3} V^{\prime}(r)=2 f(\theta)+f^{\prime}(\theta) \tan \theta
$$

Such a motion is therefore possible provided $f^{\prime} \cos \theta>0$ and $r^{3} V^{\prime}-2 f>0$. The first equation determines the angular velocity while the second connects $r$ and $\theta$,i.e., it gives the distance $d=r \cos \theta$ between the plane of the trajectory and the plane of symmetry. As an example, let us investigate the case $V(r)=A r^{n-2}$. Simple algebraic calculations show that
$d=\left\{\left[2 f(\theta)+f^{\prime}(\theta) \tan \theta\right] / A(n-2)\right\}^{1 / n} \cos \theta$, $\omega= \pm\left[f^{\prime}(\theta) / \sin \theta \cos \theta\right]^{1 / 2}\left\{A(n-2) /\left[2 f(\theta)+f^{\prime} \tan \theta\right]\right\}^{2 / n}$.
(b) Another special motion is deduced from: $\dot{\theta}=0$, $\dot{\varphi}=0$. The trajectory is located on a straight line passing through the origin. Of course such a motion also requires special initial conditions. Furthermore, if we restrict ourselves to potentials of the type (1), we must ensure that $\mathbf{r} \wedge \gamma=0$ which leads to $(-y, x, 0) f^{\prime}=0$. If $f^{\prime}=0, f=$ const is fulfilled the problem may be solved exactly like a one-dimensional problem on account of the fact that the potential remains central. An exact straight line motion in a noncentral potential is also possible along the Oz axis because in this case $x=y=0$.

## II. SCHRÖDINGER'S MECHANICS

We have already seen (see Remark 2) that the quantum problem involving potentials like (1) is soluble in three dimensions if $f(\theta)$ is given by (10), (11) or (12) and that it is soluble in two dimensions in all cases (10) to (16).

## A. The three-dimensional problem

We use spherical coordinates $r, \theta, \varphi$. Schrödinger's equation takes the form:

$$
\begin{aligned}
\frac{\partial^{2} \psi}{\partial r^{2}} & +(2 / r) \frac{\partial \psi}{\partial r}+\left(1 / r^{2}\right) \frac{\partial^{2} \psi}{\partial \theta^{2}} \\
& +\left(\cot \theta / r^{2}\right) \frac{\partial \psi}{\partial \theta}-\left(m^{2} / r^{2} \sin ^{2} \theta\right) \psi+\frac{2 \mu}{\hbar^{2}} \\
& \times\left[E-\mu f(\theta) / r^{2}-\mu V(r)\right] \psi=0 .
\end{aligned}
$$

The variables can be separated in the usual way: $\psi=\exp (i m \varphi) \Theta(\theta) R(r)$ ( $m$ is the usual magnetic quantum number; we assume $m>0$; calculations are analogous when $m<0$ ). One has

$$
\begin{align*}
& r^{2} R^{\prime \prime}+2 r R^{\prime}+\left(2 \mu / \hbar^{2}\right) r^{2}(E-\mu V(r)) R+s R=0  \tag{29}\\
& \Theta^{\prime \prime}+\cot \theta \Theta^{\prime}-\left(m^{2} / \sin ^{2} \theta\right) \Theta-\left(2 \mu^{2} / \hbar^{2}\right) f(\theta) \Theta-s \Theta=0 \tag{30}
\end{align*}
$$

As in the Newtonian formalism, the radial motion does not depend on the term $f(\theta) / r^{2}$ present in the potential. We next investigate the two cases mentioned in Sec.I.A.

Case 1: $V=V_{1}=-H / r$.
Equation (29) reduces to the radial equation of a hydro-
gen-like system. The energy levels are

$$
\begin{equation*}
E=-\left(\mu^{3} H^{2} / 2 \hbar^{2}\right)\left[n+1 / 2+(1 / 4-s)^{1 / 2}\right]^{-2}, \tag{31}
\end{equation*}
$$

where the parameter $s$ may only take special values to be determined from (30).

Case 2: $V=V_{2}=K r^{2}$.
The radial equation (29) is the same as in the theory of the three-dimensional harmonic oscillator; the energy levels are given by

$$
\begin{equation*}
E=\hbar \sqrt{2 K}\left[2 n+1+(1 / 4-s)^{1 / 2}\right] \tag{32}
\end{equation*}
$$

where again $s$ is quantized. Of course when $f(\theta)=0$, $s=-l(l+1)$ and we obtain the classical formulas for the energy levels of the hydrogen atom or of the harmonic oscillator.

It only remains to solve the $\theta$-equation (which does not depend on the choice $V=V_{1}$ or $V=V_{2}$ ) to discover the allowed $s$-values.
The $\theta$-equation is exactly soluble by means of known transcendental functions only when $f(\theta)$ is given by (10), (11) or (12).
(a) The quantum motion in the electric potential (17). The $\theta$-equation (30) becomes
$\Theta^{\prime \prime}+\cot \theta \Theta^{\prime}-\left(m^{2} / \sin ^{2} \theta\right) \Theta$

$$
\begin{equation*}
-\left(\alpha \cos ^{2} \theta+\beta \cos \theta+\gamma\right) \sin ^{-2} \theta \theta-s \theta=0 \tag{33}
\end{equation*}
$$

We make the following substitutions:

$$
v=\cos ^{2}(\theta / 2), \quad \Theta=v^{\rho}(1-v)^{\circ} T
$$

where

$$
\begin{aligned}
& \rho=(1 / 2)\left(m^{2}+\alpha-\beta+\gamma\right)^{1 / 2} \\
& \sigma=(1 / 2)\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2} \\
& v(1-v) T^{\prime \prime}+ {[(2 \rho+1)-(2 \rho+2 \sigma+2) v] T^{\prime} } \\
&-\left[2 \rho \sigma+s+\sigma+\beta / 2+2 \rho^{2}+\rho-\alpha\right] T=0
\end{aligned}
$$

We recognize the hypergeometric equation. The polynomial condition gives the allowed $s$-values. One finds $(k=0,1,2, \cdots)$

$$
\begin{aligned}
T= & F\left(-k, k+\left(m^{2}+\alpha-\beta+\gamma\right)^{1 / 2}+\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2}\right. \\
& \left.+1 ; 1+\left(m^{2}+\alpha-\beta+\gamma\right)^{1 / 2} ; v\right), \\
& / 1 / 4-s=-\alpha+(k+\rho+\sigma+1 / 2)^{2} .
\end{aligned}
$$

This relation must be introduced into (31) and (32) to obtain the energy levels when $V=V_{1}$ or $V=V_{2}$, respectively. In what follows we only consider $V=V_{1}$. (The other case is analogous.) The energy levels are by (31)

$$
E=-\left(\mu^{3} H^{2} / 2 \hbar^{2}\right)\left\{n+1 / 2+\sqrt{-\alpha+\left[k+(1 / 2)\left(m^{2}+\alpha-\beta+\gamma\right)^{1 / 2}+(1 / 2)\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2}+1 / 2\right]^{2}}\right\}^{-2},
$$

when $n, k=0,1,2, \cdots$.
(b) The quantum motion in the electric potential (20).

The $\theta$-equation (30) becomes

$$
\begin{array}{r}
\Theta^{\prime \prime}+\cot \theta \Theta^{\prime}-\left(m^{2} / \sin ^{2} \theta\right) \Theta-\left(\alpha \cos ^{4} \theta+\beta \cos ^{2} \theta+\gamma\right) \\
\times \sin ^{-2} \theta \cos ^{-2} \theta \Theta-s \Theta=0
\end{array}
$$

We make the following substitutions:

$$
w=\cos ^{2} \theta, \quad \Theta=w^{\rho}(1-w)^{\circ} T
$$

where

$$
\begin{aligned}
& \rho=1 / 4+(1 / 4)(1+4 \gamma)^{1 / 2} \\
& \sigma=(1 / 2)\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& w(1-w) T^{\prime \prime}+[(2 \rho+1 / 2)-(2 \rho+2 \sigma+3 / 2) w] \\
& T^{\prime}-(1 / 4)\left(s+8 \rho \sigma+m^{2}+\beta+2 \gamma+2 \sigma+4 \rho\right) T=0
\end{aligned}
$$

The solution is again the hypergeometric function
$T=F\left(-k, k+1+(1 / 2)(1+4 \gamma)^{1 / 2}\right.$

$$
\begin{aligned}
& \left.+\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2} ; 1+(1 / 2)(1+4 \gamma)^{1 / 2} ; w\right) \\
& 1 / 4-s=-\alpha+\left[2 k+1+(1 / 2)(1+4 \gamma)^{1 / 2}\right. \\
& \left.+\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2}\right]^{2}
\end{aligned}
$$

with the energy levels:

$$
E=-\left(\mu^{3} H^{2} / 2 \hbar 2\right)\left\{n+1 / 2+\sqrt{-\alpha+\left[2 k+1+(1 / 2)(1+4 \gamma)^{1 / 2}+\left(m^{2}+\alpha+\beta+\gamma\right)^{1 / 2}\right]^{2}}\right\}^{-2}, \quad \text { where } n, k=0,1,2, \cdots
$$

(c) The quantum motion in the electric potential (22)

The $\theta$-equation (30) becomes

$$
\begin{aligned}
\theta^{\prime \prime}+\cot \theta \Theta^{\prime}-\left(m^{2} /\right. & \left.\sin ^{2} \theta\right) \Theta \\
& -\left(\alpha \cot ^{2} \theta+\beta \cot \theta+\gamma\right) \Theta-s \Theta=0
\end{aligned}
$$

We make the following substitutions:

$$
z=e^{2 i \theta}, \quad \Theta=z^{\sigma}(1-z)^{\tau} T
$$

where

$$
\begin{aligned}
\sigma & =(1 / 4)+(1 / 2)(1 / 4-\gamma-s+i \beta+\alpha)^{1 / 2} \\
\tau & =\left(m^{2}+\alpha\right)^{1 / 2}
\end{aligned}
$$

The $T$-equation is again hypergeometric. One finds ( $k=0,1,2, \cdots$ )
$s=(1 / 4)-\gamma+\alpha-\frac{\left(2 k+1+2 \sqrt{m^{2}+\alpha}\right)^{4}-4 \beta^{2}}{4\left(2 k+1+2 \sqrt{m^{2}+\alpha}\right)^{2}}$,
$T=F\left[-k, k+1+(1 / 4-\gamma-s+i \beta+\alpha)^{1 / 2}\right.$

$$
\left.+2\left(m^{2}+\alpha\right)^{1 / 2} ; 1+(1 / 4-\gamma-s+i \beta+\alpha)^{1 / 2} ; z\right]
$$

The energy levels are given by (31) (we only consider the case $V=V_{1}$ ):

$$
\begin{aligned}
E= & -\left(\mu^{3} H^{2} / 2 \hbar^{2}\right)[n+1 / 2 \\
& \left.+\sqrt{\gamma-\alpha+\frac{\left(2 k+1+2 \sqrt{m^{2}+\alpha}\right)^{4}-4 \beta^{2}}{4\left(2 k+1+2 \sqrt{m^{2}+\alpha}\right)^{2}}}\right]^{-2}
\end{aligned}
$$

$$
\text { where } n, k=0,1,2, \cdots
$$

## B. The two-dimensional problem

We use cylindrical coordinate $r, \theta, z$. Schrödinger's equation is then written as

$$
\begin{aligned}
r^{2} \frac{\partial^{2} \psi}{\partial r^{2}}+r \frac{\partial \psi}{\partial r} & +\frac{\partial^{2} \psi}{\partial \theta^{2}}+r^{2} \frac{\partial^{2} \psi}{\partial z^{2}} \\
& +\left(2 \mu / \hbar \hbar^{2}\right)\left[E r^{2}-\mu r^{2} V(r)-\mu f(\theta)\right] \psi=0
\end{aligned}
$$

## Variables can be separated in the usual way:

$\psi=\exp \left(i p_{z} z / \hbar\right) R(r) \Theta(\theta)$. ( $p_{z}$ is the $z$ component of the momentum; it is a constant of the motion.) One has

$$
\begin{equation*}
r^{2} R^{\prime \prime}+r R^{\prime}+(2 \mu / \hbar 2) r^{2}\left[E-\left(p_{z}^{2} / 2 \mu\right)-\mu V(r)\right] R-s^{2} R=0 \tag{35}
\end{equation*}
$$

$\Theta^{\prime \prime}-\left(2 \mu^{2} / \hbar^{2}\right) f(\theta) \Theta+s^{2} \Theta=0$.
Once again the radial motion is independent of $f(\theta)$. $V=V_{1}$ or $V_{2}$ and the radial equation is analogous to that encountered in the problem of the two-dimensional hydrogen atom ${ }^{12}$ or that of the two-dimensional oscillator. Energy levels are given by

Case 1: $\quad V=V_{1}=-H / r$,

$$
\begin{equation*}
E=\left(p_{z}^{2} / 2 \mu\right)-2\left(\mu^{3} H^{2} / \hbar^{2}\right)(2 n+2 s+1)^{-2} \tag{37}
\end{equation*}
$$

Case 2: $\quad V=V_{2}=K r^{2}$,

$$
\begin{equation*}
E=\left(p_{z}^{2} / 2 \mu\right)+\hbar \sqrt{2 K}(2 n+s+1) \tag{38}
\end{equation*}
$$

$n=0,1,2, \ldots$ while $s$ may only take quantized values. These are found by solving (36).
The $\theta$-equation is soluble in terms of known transcendental functions in seven cases: when $f(\theta)$ is given by (10)... or (16). Three of them have been treated in three dimensions. Therefore we shall omit the corresponding twodimensional treatments.
(d) The quantum motion in the electric potential (24) (two-dimensional). The $\theta$-equation (36) becomes

$$
\theta^{\prime \prime}-\left(\alpha \sin ^{2} \theta+\beta \sin \theta+\gamma\right) \cos ^{-2} \theta \theta+s^{2} \theta=0
$$

We make the following substitutions:

$$
y=(1-\sin \theta) / 2, \quad \Theta=y^{\rho}(1-y)^{\circ} T
$$

where

$$
\begin{aligned}
& \rho=1 / 4+1 / 4(1+4 \alpha+4 \beta+4 \gamma)^{1 / 2} \\
& \sigma=1 / 4+1 / 4(1+4 \alpha-4 \beta+4 \gamma)^{1 / 2} \\
& y(1-y) T^{\prime \prime}+[(2 \rho+1 / 2)-(2 \rho+2 \sigma+1) y] T^{\prime} \\
& -(1 / 2)\left(-2 s^{2}+\rho+\sigma+4 \rho \sigma+\gamma-\alpha\right) T=0
\end{aligned}
$$

The solution is hypergeometric:

$$
\begin{aligned}
T= & F\left(-k, k+1+(1 / 2)(1+4 \alpha+4 \beta+4 \gamma)^{1 / 2}\right. \\
& +(1 / 2)(1+4 \alpha-4 \beta+4 \gamma)^{1 / 2} \\
& \left.1+(1 / 2)(1+4 \alpha+4 \beta+4 \gamma)^{1 / 2} ; y\right) \\
& s^{2}=-\alpha+\left[k+1 / 2+(1 / 4)(1+4 \alpha+4 \beta+4 \gamma)^{1 / 2}\right. \\
& \left.+(1 / 4)(1+4 \alpha-4 \beta+4 \gamma)^{1 / 2}\right]^{2}
\end{aligned}
$$

The energy levels follow from

$$
\begin{aligned}
E= & \left(p_{z}^{2} / 2 \mu\right)-2\left(\mu^{3} H^{2} / \hbar^{2}\right) \\
& \times\left\{2 n+1+2 \sqrt{-\alpha+\left[k+1 / 2+(1 / 4)(1+4 \alpha+4 \beta+4 \gamma)^{1 / 2}+(1 / 4)(1+4 \alpha-4 \beta+4 \gamma)^{1 / 2}\right]^{2}}\right\}^{-2} \\
& \quad \text { where } n, k=0,1,2, \cdots .
\end{aligned}
$$

(e) The quantum motion in the electric potential (25) (two-dimensional). The $\theta$-equation (36) becomes

$$
\Theta^{\prime \prime}-\left[\alpha \tan ^{2}(\theta / 2)+\beta \tan (\theta / 2)+\gamma\right] \Theta+s^{2} \Theta=0
$$

We make the following substitutions:

$$
z=-e^{i \theta}, \quad \Theta=z^{\rho}(1-z)^{\circ} T
$$

where

$$
\begin{aligned}
& \rho=\left(s^{2}+\alpha-i \beta-\gamma\right)^{1 / 2} \\
& \sigma=1 / 2+(1 / 2)(1+16 \alpha)^{1 / 2} \\
& z(1-z) T^{\prime \prime}+[(2 \rho+1)-(2 \rho+2 \sigma+1) z] T^{\prime} \\
& -(2 \rho \sigma+\sigma+4 \alpha-2 i \beta) T=0
\end{aligned}
$$

The solution is hypergeometric:

$$
T=F\left(-k, k+2 \rho+1+(1+16 \alpha)^{1 / 2} ; 2 \rho+1 ; z\right),
$$

where

$$
\begin{aligned}
\rho^{2}=-i \beta+(1 / 4)\{[k+ & \left.\left.(1 / 2)+(1 / 2)(1+16 \alpha))^{1 / 2}\right]^{4}-4 \beta^{2}\right\} \\
& \times[k+(1 / 2)+(1 / 2)(1+16 \alpha)]^{-2}
\end{aligned}
$$

One finds
$s^{2}=-\alpha+\gamma+\frac{\left[k+(1 / 2)+(1 / 2)(1+16 \alpha)^{1 / 2}\right]^{4}-4 \beta^{2}}{4\left[k+(1 / 2)+(1 / 2)(1+16 \alpha)^{1 / 2}\right]^{2}}$.
The energy levels follow from

$$
E=\left(p_{z}^{2} / 2 \mu\right)-2\left(\mu^{3} H^{2} / \hbar^{2}\right)\left\{2 n+1+2 \sqrt{\gamma-\alpha+\frac{\left[k+(1 / 2)+(1 / 2)(1+16 \alpha)^{1 / 2}\right]^{4}-4 \beta^{2}}{4\left[k+(1 / 2)+(1 / 2)(1+16 \alpha)^{1 / 2}\right]^{2}}}\right\}^{-2}, \quad \text { where } n, k=0,1,2, \cdots
$$

(f) The quantum motion in the electric potential (27)
(two-dimensional). The $\theta$-equation (36) becomes

$$
\Theta^{\prime \prime}-\left(\alpha \cot ^{2}(\theta / 2)+\beta \cot (\theta / 2)+\gamma\right) \Theta+s^{2} \Theta=0
$$

It deduces from the $\theta$-equation of Sec. II. B $e$ by the substitution $\theta \rightarrow \pi-\theta$. Therefore, the wavefunction is obtained through the same procedure while the energy levels are given by the same formula.
(g) The quantum motion in the electric potential (28) (two-dimensional). The $\theta$-equation (36) becomes

$$
\boldsymbol{\theta}^{\prime \prime}-\left(\alpha \tan ^{2} \theta+\beta \tan \theta+\gamma\right) \Theta+s^{2} \boldsymbol{\theta}=0
$$

We make the following substitutions:

$$
z=1+e^{2 i \theta}, \quad \Theta=z^{\rho}(1-z)^{\circ} T
$$

$$
E=\left(p_{z}^{2} / 2 \mu\right)-2\left(\mu^{3} H^{2} / \hbar \hbar^{2}\right)\left\{2 n+1+2 \sqrt{\gamma-\alpha+\frac{\left[(1+4 \alpha)^{1 / 2}+1+2 k\right]^{4}-4 \beta^{2}}{4\left[(1+4 \alpha)^{1 / 2}+1+2 k\right]^{2}}}\right\}^{-2}, \quad \text { where } n, k=0,1,2, \cdots
$$

## C. Conditionally soluble quantum motions

In this section we shall investigate the solubility of Schrödinger's equation when more complicated potentials are considered, precisely those which lead to elliptic functions in the classical theory. Since these potentials are numerous we shall restrict ourselves to a special case in view of illustrating what we have called in a previous paper ${ }^{10}$ the "conditional solubility".
We choose the special case

$$
f(\theta)=\left(\hbar^{2} / 2 \mu^{2}\right) \alpha \cos ^{-1} \theta
$$

so that we investigate the quantum motion in the electric potential

$$
J=(\mu / \epsilon)\left[\alpha\left(\hbar / 2 \mu^{2}\right) /\left(r^{2} \cos \theta\right)+V(r)\right]
$$

Considering the three-dimensional problem so that one has in spherical coordinates, the $\theta$-equation (30) can be written as follows in spherical coordinates:

$$
\Theta^{\prime \prime}+\cot \theta \Theta^{\prime}-m^{2} \sin ^{-2} \theta \Theta-\alpha \cos ^{-1} \theta \Theta-s \Theta=0
$$

We make the following substitutions:

$$
u=\cos \theta, \quad \theta=\left(1-u^{2}\right)^{-m / 2} T
$$

one finds

$$
\begin{aligned}
u(1-u)(-1-u) T^{\prime \prime}+(2- & 2 m) u^{2} T^{\prime} \\
& +\left[\left(m^{2}-m+s\right) u+\alpha\right] T=0
\end{aligned}
$$

This equation is of the general type
$u(1-u)(\alpha-u) f^{\prime \prime}+\left(a u^{2}+b u+c\right) f^{\prime}+(d+e u) f=0$.

We have studied it previously. ${ }^{6}$ Polynomials solutions exist which ensure the integrability of $|\Theta|^{2}$ provided the four following conditions are fulfilled: ${ }^{10}$

```
\(\left\{\begin{array}{l}a+b+c=-j^{\prime}(1-\alpha) \\ a \alpha^{2}+b \alpha+c=-j^{\prime \prime} \alpha(\alpha-1)\end{array}\right.\)
    (where \(j^{\prime}\) and \(j^{\prime \prime}\) are integers \(\geqslant 0\) )
\(e=-n(n+a-1)\)
\(1+a\) "continuant" condition (see Ref. 10).
```

Then one has $T=z^{j^{\prime+1}}(1-z) j^{j^{\prime \prime+1}} P(\nu)$, where $P^{(\nu)}$ denotes a polynominal of degree $\nu$.
The first two conditions are satisfied if $j^{\prime}=j^{\prime \prime}=m-1$.
The third implies $m^{2}-m+s=-(\nu+2 m)(m+\nu+1)$ which gives the allowed $s$-values.
The continuant condition is expressed by the vanishing of a continuant of order $\nu+1$. We have previously seen ${ }^{10}$ that each value of $\nu$ must be analyzed separately leading to a quantization of the parameter $\alpha$ entering into the definition of the potential. For example, when $\nu=2$ the determinant is of order three:

$$
\left|\begin{array}{lll}
d & c & 0 \\
e & d+b & 2(c-1) \\
0 & a+e & d+2 b
\end{array}\right|=0 .
$$

In this case, the problem is soluble only if $\alpha= \pm 2 \sqrt{4 m+2}$. Performing the same operation for each value of $\nu$ we arrive at the list of the allowed values for $\alpha$. Inversely $\alpha$ being fixed (among the allowed values of course) $\nu, m$ and $s$ are also fixed so that arbitrary angular momentum states are automatically forbidden. We retrieve the conclusions of our preceding paper. ${ }^{10}$
If $\nu=2$, one finds $s=-(m+2)(m+3)$ and the energy levels are

$$
E=-\left(\mu^{3} H^{2} / 2 \hbar^{2}\right)[n+m+3]^{-2}
$$

Remark 3: This formula is analogous to the one giving the hydrogen spectrum except for the fact that the ground state and the first excited state are missing. Such a truncated hydrogen-like spectrum is found for every value of $\nu$.

## III. DISCUSSION AND CONCLUSION

In this paper we examined the various potentials of the
type (1) which allow a complete integration of the equations of motion in both classical and quantum nonrelativistic mechanics. Our first conclusion is that the threedimensional problem is completely soluble if the particle experiences the potentials (17), (20), or (22) while the two-dimensional problem is soluble when potentials (17), (20), (22), (24), (25), (27), or (28) are considered. To our knowledge these potentials were not treated before in the literature. It is interesting to compare the classical and the quantum treatments. As in our previous paper ${ }^{10}$ it is possible to exhibit analogies from two different points of view:
(a) Firstly, there are some purely formal analogies: the resolution of Newton's equation and that of Schrö̀dinger's equation offer many common points in spite of their well distinct origins. Variables separate in both equations for the same potentials. The changes of variables needed for the complete calculation are often identical. The analogy is sometimes very suggestive, e.g., the classical handling of potentials (22) or (25) leads to a trajectory whose equation contains complex quantities but so mixed that the overall result is real. The quantum equation leads to the same result: it is impossible to avoid the use of complex numbers in the calculation of the energy levels though the final expression is of course real. Beside the potentials mentioned above, there is a large class of potentials which allow a complete integration of the classical equation of motion in terms of elliptic functions. The corresponding problem in quantum mechanics leads to a conditional solubility analog to that previously encountered in a paper dealing with the motion in various magnetic fields. ${ }^{10}$
(b) Physical analogies also exist. Firstly we note that in classical mechanics potentials (17), (20), and (22) allow an exact solution whatever the choice of the axis of reference while potentials (24), (25), (27), (28) are soluble only for a special choice of these axes. In quantum mechanics the potentials of the first category are soluble in three dimensions (also in two) while those of the second category are soluble in two dimensions only. A Schrödinger's equation soluble by means of elementary transcendental functions (with energy levels) corresponds in the classical theory to a bounded trajectory expressible by means of circular functions: the parameters entering into the definition of the potential are submitted to analogous conditions in both mechanics in order to warrant a stable motion. Before terminating let us illustrate this last point with an example. Consider the motion in the potential (17); the quantum solution is given in Sec.II.A(a). The formula which determines the energy levels is only valid under the conditions

$$
\begin{align*}
& \alpha-\beta+\gamma \geqslant 0, \\
& \alpha+\beta+\gamma \geqslant 0 . \tag{39}
\end{align*}
$$

It is not difficult to show that these conditions are sufficient to ensure the stability of the classical trajectory. Let us return to Sec. I. B(a). It is easily seen that the $\theta-$ integration leads to circular functions only if $b+\alpha \hbar^{2} /$ $\mu^{2}>0$. Otherwise, the quadrature leads to logarithms and the trajectory spirals to $r=0$ or to infinity. Since $b-2 f(\theta)=P^{2}>0$ it is sufficient that
$b+\alpha \hbar^{2} / \mu^{2} \geqslant b-2 f(\theta), \quad$ where $f(\theta)$ is given by (10).

After some reductions one obtains the condition

$$
\alpha+\beta \cos \theta+\gamma \geqslant 0
$$

to be compared with (39).
In conclusion, the connection between the classical and the quantum treatments of the problem here investigated can be stated as follows: when the classical trajectory is stable ( $0<r_{\text {min }}<r<r_{\text {max }}$ ) and when it is expressible by means of circular functions, the corresponding quantum problem is exactly soluble in terms of known functions and the energy spectrum contains a discrete part. If the trajectory is stable but can only be expressed by means of elliptic functions, the connection with the classical motion disappears. However, in that case the example treated in Sec.II. C indicates that the quantum energy spectrum may be discrete if the parameters entering in the definition of the potential are limited to discrete values. Finally, it must be pointed out that exact motions in classical mechanics sometimes occur when very special initial conditions are
imposed. In this case no equivalence seems to exist in quantum mechanics.
*Presently Professor at the National University of Zaire, Kinshasa.
${ }^{1}$ E. T. Whittaker, A Treatise on the Analytical Dynamics of Particles (Cambridge U.P., Cambridge, 1960).
${ }^{2}$ André Hautot, Physica (Utr.) 58, 37 (1972).
${ }^{3}$ N. D. Sengupta, Satyendranath Bose, 70th birthday Commemoration Volume, p. 55, Calcutta (1965).
${ }^{4}$ L. Lam, Phys. Lett. A 31, 406 (1970).
${ }^{5}$ André Hautot, Phys. Lett. A 35, 129 (1971).
${ }^{6}$ André Hautot, J. Math. Phys. 13, 710 (1972).
${ }^{7}$ Harish-Chandra, Phys. Rev. 74, 883 (1948).
${ }^{8}$ P. M. Morse and H. Feshbach, Methods of Theoretical Physics (McGraw-Hill, New York, 1953).
${ }^{9}$ N. D. Sengupta, Ind. J. Pure Appl. Phys. 8, 765 (1970).
${ }^{10}$ André Hautot, J. Math. Phys. 14 (1973) (to be published).
${ }^{11}$ A. Armenti and P. Havas, Relativity and Gravitation (Gordan and Breach, New York, 1971).
${ }^{12}$ B. Zaslow and M. E. Zandler, Am. J. Phys. 35, 1118 (1967).

# Transition from time-dependent to time-independent multichannel quantum scattering theory 
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Rigorous proofs are given of several theorems establishing the connection between time-dependent and time-independent multichannel scattering theory. The method of proof involves a two-Hilbert-space formulation of time-dependent multichannel theory and the theory of spectral integrals. In particular, the time-independent theory in the form proposed by Alt, Grassberger, and Sandhas is derived.

## 1. INTRODUCTION

Several authors have recently reconsidered the problem of deriving the standard time-independent nonrelativistic quantum scattering theory from the time-dependent theory. ${ }^{1-7}$ The principal technical flaw in the early work ${ }^{8,9}$ on the subject was the absence of a rigorous justification for a certain interchange of the order of two integrations. The general theorem involved is by no means trivial and its proof occupies a sizeable number of pages in the most recent works. ${ }^{1-3}$
The object of this paper is to extend previous analyses ${ }^{1-5}$ which were confined to single channel scattering to the general multichannel case. At the same time the limited results of previous multichannel papers 6.7 are extended. The conclusion is that the time-independent theory is specified by the multichannel scattering operator proposed by Alt, Grassberger, and Sandhas. ${ }^{10.11}$
It is also hoped that in addition to providing a rigorous justification for a formalism already in widespread use in theoretical physics, the analysis contained herein will also contribute to the discussion, current among certain mathematicians, 1.12 of what form a timeindependent theory should have.

On the technical side, a question concerning the natural domains of definition of the time-independent formulae is resolved. The proofs in this paper are also somewhat cleaner than those given earlier for the single channel case. ${ }^{1-4}$ The key to this improvement is a theorem, given here as Lemma 5, that is a new contribution to the (presently meager) literature on spectral integrals.
The paper is organized as follows:
In Sec. 2 the essential features of a two-Hilbert-space formulation of the multichannel time-dependent theory are presented in abstract form. This formulation, the validity of which is established in an appendix, is preferred over the more traditional one because of the greater structural clarity it lends to the theory. Also discussed in Sec. 2 is a curious feature of the multichannel problem that restricts the operator topology that can be used.
In Sec. 3A certain general mathematical results, including the previously mentioned Lemma 5 , are collected. The theory of spectral integrals ${ }^{1,2,13-15}$ is then exploited to obtain time-independent representations of the multichannel wave operators (Sec.3B) and the multichannel scattering operator (Sec.3C). The theorems and proofs of this section are presented without comment, the formulas obtained being largely self-explanatory.

The paper is concluded, in Sec. 4, with further discussion of certain aspects of the analysis.

## 2. TIME-DEPENDENT THEORY

In this paper time-dependent multichannel quantum scattering theory is defined by the following assumptions, collectively called assumption (W).

## Assumption (W):

(W1) A spectral family $E_{\lambda}$ defines a self-adjoint linear operator $H \equiv \int \lambda d E_{\lambda}$ with domain $\mathscr{D}(H)$ dense in a separable Hilbert space $\nVdash$.
(W2) A spectral family $E_{\lambda}^{\prime}$ defines a self-adjoint linear operator $H^{\prime} \equiv \int \lambda d E_{\lambda}^{\prime}$ with domain $D\left(H^{\prime}\right)$ dense in a separable Hilbert space $\mathfrak{K}^{\prime}$. The operator $H^{\prime}$ has absolutely continuous spectrum.
(W3) A bounded linear operator $J: \mathcal{K}^{\prime} \rightarrow \mathcal{H}$ is defined. The operator $J$ maps $\mathscr{D}\left(H^{\prime}\right)$ into $\mathscr{D}(H)$, and the adjoint operator $J^{*}$ maps $\mathscr{D}(H)$ into $\mathscr{D}\left(H^{\prime}\right)$.
(W4) Multichannel wave operators $\Omega_{ \pm}: \mathscr{H}^{\prime} \rightarrow \mathfrak{K}$,

$$
\begin{equation*}
\Omega_{ \pm} \equiv \mathrm{s}=\lim _{t \rightarrow \pm} e^{i H t} J e^{-i H^{\prime} t} \tag{2.1}
\end{equation*}
$$

are defined on $\mathfrak{K}^{\prime}$. The adjoint wave operators $\Omega_{ \pm}^{*}: \mathfrak{K} \rightarrow$ $\mathfrak{K}^{\prime}$ have on $\mathfrak{H}$ the representation

$$
\begin{equation*}
\Omega_{ \pm}^{*}=\mathrm{w}_{t \rightarrow \pm} \lim e^{i H^{\prime} t} J^{*} e^{-i H t} \tag{2.2}
\end{equation*}
$$

The wave operators satisfy the equations

$$
\begin{equation*}
\Omega_{ \pm}^{*} \Omega_{ \pm}=I \quad \text { and } \quad \Omega_{ \pm} \Omega_{ \pm}^{*}=E_{ \pm}, \tag{2.3}
\end{equation*}
$$

where $I$ is the identity on $\mathscr{H}^{\prime}$, and where the operators $E_{ \pm}$are the orthogonal projections of $\mathcal{H C}$ onto the ranges of $\Omega_{ \pm}$. The operators $\Omega_{ \pm}$in addition map $\mathscr{D}\left(H^{\prime}\right)$ into $\mathscr{D}(H)$, and on $\mathscr{D}\left(H^{\prime}\right)$ they satisfy the intertwining relation

$$
\begin{equation*}
H \Omega_{ \pm}=\Omega_{ \pm} H^{\prime} . \tag{2.4}
\end{equation*}
$$

(W5) The multichannel scattering operator $S: \mathcal{K}^{\prime} \rightarrow \mathfrak{K} \mathcal{C}^{\prime}$ is defined by

$$
\begin{equation*}
S \equiv \Omega_{+}^{*} \Omega_{-} \tag{2.5}
\end{equation*}
$$

It is unitary if and only if $E_{+}=E_{-}$.
The validity of Assumption ( $W$ ) is established in an appendix on the basis of certain properties that are known ${ }^{16.17}$ to be satisfied by systems of distinguishable spinless particles interacting via square integrable
pair potentials. As it is doubtless of wider validity, it is presented here as the defining assumption.

A curious, and important, feature of Assumption (W) is that the weak convergence in Eq. (2.2) cannot be replaced by strong convergence. More precisely, it is proved in the Appendix that with the $J$ defined there, strong convergence in Eq. (2.2) implies that no bound subsystems of particles are possible. That is, if Eq. (2.2) holds in the strong topology, the theory must necessarily be a single channel theory.

A consequence of the preceding remark is that the elegant theory of Belopol'skii and Birman, 5 which is couched in language similar to that of this paper, is a single channel theory. They prove that strong convergence in Eq. (2.2) is a necessary consequence of a certain traceclass condition (A). Since condition (A) is fundamental to their paper, it appears that their theory is restricted in an essential way to the single channel problem.

Formulas derived in this paper for the multichannel scattering operator $S$ are therefore valid only in the weak topology, in marked contrast to single channel formulas. This restriction causes no inconvenience in the present work, but it may complicate studies of the unitarity of the operator $S$. Unitarity arguments, such as those advanced by Lovelace ${ }^{18}$ and by Sandhas and coworkers, ${ }^{10.19}$ within the time-independent framework are certainly made more complicated and perhaps invalidated.
Efforts usefully to circumvent this inconvenience have so far failed, the only method the authors have found for obtaining strong topology formulas being the following. In multichannel scattering theory the space $\mathcal{H}^{\prime}$ is actually a direct sum space (cf. Appendix), $\mathscr{H}^{\prime}=\oplus_{\alpha} \mathscr{H}_{\alpha}$, where the separable Hilbert spaces $\mathscr{H}_{\alpha}$ are the spaces of asymptotic states of the various channels $\alpha$. Define for all $\Phi=\oplus_{\alpha} \phi_{\alpha}$ in $\mathcal{K}^{\prime}$ the injection operators

$$
\begin{equation*}
J_{ \pm} \Phi=\sum_{\alpha} E_{ \pm}^{(\alpha)} \phi_{\alpha} \tag{2.6}
\end{equation*}
$$

where $E_{ \pm}^{(\alpha)}$ denotes the orthogonal projection of $\mathfrak{H}$ onto the image under $\Omega_{ \pm}$of the channel subspace $\mathscr{H}_{\alpha}$. The operator $J_{+}$is then to be used instead of $J$ in formulas for $\Omega_{+}$, and $J_{-}$in formulas for $\Omega_{-}$. It is not difficult to prove that if $J$ is replaced by $J_{ \pm}$in Assumption (W), then the assumption remains true even if the weak convergence in Eq. (2.2) is replaced by strong convergence. Repetition of the analysis of this paper then leads to formulas that are valid in the strong topology. These formulas are, however, rather useless since advance knowledge of the ranges of the operators $\Omega_{ \pm}$is presumed. The formulas analogous to those of Theorem 5 of this paper are in addition hopelessly more complicated.

## 3. TIME-INDEPENDENT THEORY

## A. Lemmata

Lemma 1: Let $H_{1}$ be a self-adjoint linear operator with domain $D\left(H_{1}\right)$ dense in a separable Hilbert space $\mathcal{K}_{1}$, and let $H_{2}$ be a self-adjoint linear operator with domain $\mathfrak{D}\left(H_{2}\right)$ dense in a separable Hilbert space $\mathcal{F}_{2}$. Let $B: \mathfrak{K}_{1} \rightarrow \mathcal{K}_{2}$ be a bounded linear operator with the property that $B^{*}$, the adjoint of $B$, maps $\mathscr{D}\left(H_{2}\right)$ into $\mathfrak{D}\left(H_{1}\right)$. Then, for all complex numbers $z$ with nonzero imaginary part, the operators $H_{1} B^{*}\left(z-H_{2}\right)^{-1}$ and $\left(z-H_{2}\right)^{-1} B H_{1}$ are bounded.

Proof: The lemma has been established elsewhere (Lemma 1 of Ref. 1) for the case $\mathfrak{K}_{1}=\mathscr{H}_{2}$ and $B$ the
identity. Extension of that proof to the present case is straightforward, requiring only a modification of notation.
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Lemma 2: Assume the following.
(i) Spectral families $E_{\lambda}^{(1)}$ and $E_{\lambda}^{(2)}$ are defined on respective separable Hilbert spaces $\mathfrak{K}_{1}$ and $\mathfrak{K}_{2}$.
(ii) There is a family of bounded linear operators $B_{t}$ : $\mathcal{H}_{1} \rightarrow \mathcal{K}_{2}$ that are labeled by a parameter $t$ that varies over a (finite or infinite) interval $\Delta$ of the real line.
(iii) There exists on $\Delta \times \Lambda$, where $\Lambda$ is a (finite or infinite) interval on the real line, a complex-valued function $u(t, \lambda)$. For all $\lambda \in \Lambda$ and all $\phi \in \mathcal{H}_{1}$, the vector $u(t, \lambda) B_{t} \phi$ is Bochner integrable on $\Delta$.
(iv) There is a real-valued Lebesgue integrable function $v(t)$ defined on $\Delta$ with the property that $\mid u(t, \lambda) \leq$ $v(t)$ for all $t \in \Delta, \lambda \in \Lambda$.

Then the following statements are true.
(1) Suppose that the spectral integral $\int_{\Lambda} u(t, \lambda) d E_{\lambda}^{(1)} \phi$ exists for all $t \in \Delta$ and all $\phi \in \mathscr{H}_{1}$. Then, the existence for some $\psi \in \mathscr{K}_{1}$ of one of the integrals
$\int_{\Delta} d t B_{t}\left(\int_{\Lambda} u(t, \lambda) d E_{\lambda}^{(1)} \psi\right) \quad$ or $\quad \int_{\Lambda}\left(\int_{\Delta} d t B_{t} u(t, \lambda)\right) d E_{\lambda}^{(1)} \psi$
implies the existence of the other and their equality.
(2) Suppose that the spectral integral $\int_{\Lambda} u(t, \lambda) d E_{\lambda}^{(2)} \phi$ exists for all $t \in \Delta$ and all $\phi \in \mathcal{K}_{2}$. Then the existence for some $\psi \in \mathscr{H}_{1}$ of one of the integrals
$\int_{\Delta} d t\left(\int_{\Lambda} u(t, \lambda) d E_{\lambda}^{(2)}\right) B_{t} \psi \quad$ or $\quad \int_{\Lambda} d E_{\lambda}^{(2)}\left(\int_{\Delta} d t u(t, \lambda) B_{t} \psi\right)$
implies the existence of the other and their equality.
Proof: Suppose first that $\mathscr{H}_{1}=\mathscr{H}_{2}$ and that $E_{\lambda}^{(1)}=$ $E_{\lambda}^{(2)}$. Then the lemma is an adaptation of Theorems 3 and $3^{\prime}$ of Ref. 1 to the case of bounded (instead of unbounded) operators $B_{t}$. Extension of these previous proofs to the case $\mathscr{H}_{1} \neq \mathscr{H}_{2}, \quad E_{\lambda}^{(1)} \neq E_{\lambda}^{(2)}$ requires only a modification of notation.

## Lemma 3: Assume the following.

(i) A spectral family $E_{\lambda}^{(1)}$ defines a self-adjoint linear operator $H_{1} \equiv \int \lambda d E_{\lambda}{ }^{(1)}$ with domain $\mathfrak{D}\left(H_{1}\right)$ dense in a separable Hilbert space $\mathscr{H}_{1}$.
(ii) Families of (possibly unbounded) linear operators $U(\lambda)$ and $V(\lambda)$ are defined with domains containing $\mathscr{D}\left(H_{1}\right)$ and ranges in a separable Hilbert space $\mathscr{H}_{2}$. The parameter $\lambda$ varies over a (finite or infinite) interval $\Lambda$ of the real line. For all $\lambda \in \Lambda$ the operator $U(\lambda)-V(\lambda)$ is zero on $\mathfrak{D}\left(H_{1}\right)$.
Then, the existence for some $\psi \in \mathfrak{H}_{1}$ of one of the integrals

$$
\int_{\Lambda} U(\lambda) d E_{\lambda}^{(1)} \psi \quad \text { or } \quad \int_{\Lambda} V(\lambda) d E_{\lambda}^{(1)} \psi
$$

implies the existence of the other one and their equality.
Proof: By assumption for any finite interval $[a, b]$ the equation $[U(\lambda)-V(\lambda)]\left[E_{b}^{(1)}-E_{a}^{(1)}\right] \psi=0$ holds for all $\lambda$ in that interval. The truth of the lemma is now obvious upon expressing the integrals as strong limits of Riemann-Stieltjes sums.

QED
Lemma 4: Let $E_{\lambda}$ be a spectral family on a separable Hilbert space $\mathcal{H}$. Let $u(\lambda)$ and $v(\lambda)$ be two bounded opera-
tor-valued functions on a (finite or infinite) interval $\Lambda$ of the real line. Assume that on any finite interval $K \subset \Lambda$ that
(i) $\sup _{\lambda \in K}\|u(\lambda)\|=M(K)<\infty$, and
(ii) there exists $L(K)<\infty$ and $\alpha(K)>\frac{1}{2}$ such that for all $\lambda, \mu \in K$ the condition $\|v(\lambda)-v(\mu)\| \leq L(K) \mid \lambda-$ $\left.\mu\right|^{\alpha(K)}$ holds.
Then the following statements are true.
(1) The existence for some $\psi \in \mathscr{K}$ of one of the integrals

$$
\int_{\Lambda} u(\lambda)\left(\int_{\Lambda} v(\mu) d E_{\mu}\right) d E_{\lambda} \psi \quad \text { or } \quad \int_{\Lambda} u(\lambda) v(\lambda) d E_{\lambda} \psi
$$

implies the existence of the other and their equality.
(2) The existence for some $\psi \in \mathscr{H}$ of one of the integrals

$$
\int_{\Lambda} d E_{\lambda}\left(\int_{\Lambda} d E_{\mu} v(\mu)\right) u(\lambda) \psi \quad \text { or } \quad \int_{\Lambda} d E_{\lambda} v(\lambda) u(\lambda) \psi
$$

implies the existence of the other and their equality.
Proof: Statement (1) is a slight generalization of Lemma 5 of Ref. 1. The proof of statement (2) does not differ in any important way from that of statement (1).

QED

## Lemma 5: Assume the following.

(i) A spectral family $E_{\lambda}^{(1)}$ defines a self-adjoint linear operator $H_{1}=\int \lambda d E_{\lambda}^{(1)}$ with domain $\mathscr{D}\left(H_{1}\right)$ dense in a separable Hilbert space $\mathscr{H}_{1}$.
(ii) A family of (possibly unbounded) linear operators $U_{\lambda}$ is defined on $\mathscr{D}\left(U_{\lambda}\right) \subset \mathscr{K}_{1}$ and has range in a separable Hilbert space $\mathcal{H}_{2}$. The labeling parameter $\lambda$ varies over a (finite or infinite) interval $\Lambda$ of the real line $R$. At each point $\lambda \in \Lambda$ the domain $\mathfrak{D}\left(U_{\lambda}\right)$ contains $\mathfrak{D}\left(H_{1}\right)$, and for each finite subset $K \subset \Lambda$ there exist nonnegative constants $\alpha=\alpha(K)$ and $\beta=\beta(K)$ such that for all $\lambda \in K$ the inequality

$$
\begin{equation*}
\left\|U_{\lambda} \phi\right\|_{2} \leq \alpha\left\|H_{1} \phi\right\|_{1}+\beta\|\phi\|_{1} \tag{3.1}
\end{equation*}
$$

holds for each $\phi \in \mathscr{D}\left(H_{1}\right)$. In Eq. (3.1) the subscripts 1 and 2 indicate that the norms are to be taken in the spaces $\mathcal{K}_{1}$ and $\mathscr{K}_{2}$, respectively.
(iii) There is a complex-valued function $w(\eta, \lambda)$ defined on $\mathbf{R} \times \Lambda$ such that the integral

$$
\begin{equation*}
w\left(H_{1}, \lambda\right) \phi \equiv \int_{R} w(\eta, \lambda) d E_{\eta}^{(1)} \phi \tag{3.2}
\end{equation*}
$$

exists for all $\lambda \in \Lambda$ and all $\phi \in \mathscr{D}\left(H_{1}\right)$. For every finite subset $K \subset \Lambda$ there are nonnegative constants $L=L(K)$ and $\gamma=\gamma(K)$, with $\gamma>\frac{1}{2}$, such that the inequality

$$
\begin{equation*}
\left|w(\eta, \lambda)-w\left(\eta^{\prime}, \lambda\right)\right| \leq L\left|\eta-\eta^{\prime}\right| \gamma \tag{3.3}
\end{equation*}
$$

holds for all $\eta, \eta^{\prime}, \lambda \in K$.
Then, the existence for some $\psi \in \mathcal{K}_{1}$ of one of the spectral integrals

$$
\begin{equation*}
\int_{\Lambda} U_{\lambda} w\left(H_{1}, \lambda\right) d E_{\lambda}^{(1)} \psi \quad \text { or } \quad \int_{\Lambda} U_{\lambda} w(\lambda, \lambda) d E_{\lambda}^{(1)} \psi \tag{3.4}
\end{equation*}
$$

implies the existence of the other and their equality. Further, if $\psi \in \mathscr{K}_{2}$ belongs to $\mathcal{D}\left(U_{\lambda}^{*}\right)$ for all $\lambda \in \Lambda$, the existence of one of the spectral integrals
$\int_{\Lambda} d E_{\lambda}^{(1)} w^{*}\left(H_{1}, \lambda\right) U_{\lambda}^{*} \psi$ or $\int_{\Lambda} d E_{\lambda}^{(1)} w^{*}(\lambda, \lambda) U_{\lambda}^{*} \psi$
implies the existence of the other and their equality.

Proof: It is sufficient to prove the theorem for finite $\Lambda$. For if $\Lambda$ is infinite the integrals in Eq. (3.4) or Eq. (3.5) are understood to be strong limits of integrals over finite subsets $K \subset \Lambda$ as $K \rightarrow \Lambda$. If the theorem is true for all finite intervals $K$, and if one of the integrals over $K$ has a limit as $K \rightarrow \Lambda$, then the other integral has a limit and the two limits are equal.

Assume therefore that $\Lambda$ is finite with closure $[a, b]$. Let $\pi=\left\{a=\lambda_{0}<\lambda_{1}<\cdots<\lambda_{n}=b\right\}$ be a partition of $[a, b]$ and define

$$
\begin{equation*}
|\pi|=\sup _{1 \leq i \leq n}\left|\lambda_{i}-\lambda_{i-1}\right| \tag{3.6}
\end{equation*}
$$

For each $i, 1 \leq i \leq n$, choose $\lambda_{i}^{\prime} \in \Lambda_{i}=\left(\lambda_{i-1}, \lambda_{i}\right]$, and let $E^{(1)}\left(\Lambda_{i}\right) \equiv E^{(1)} \lambda_{i}-E^{(1)} \lambda_{i-1}$.
The theorem will follow from the definition of spectral integrals ${ }^{1,2,9-11}$ if one can show that, for all $\psi \in$ $\mathcal{K}_{1},\left\|\Gamma_{\pi} \psi\right\|_{2} \rightarrow 0$ as $|\pi| \rightarrow 0$, where

$$
\begin{align*}
& \Gamma_{\pi} \psi=\sum_{i=1}^{n} U_{\lambda_{i}^{\prime}} B_{i} \psi  \tag{3.7}\\
& B_{i} \psi \equiv\left[w\left(H_{1}, \lambda_{i}^{\prime}\right)-w\left(\lambda_{i}^{\prime}, \lambda_{i}^{\prime}\right)\right] E^{(1)}\left(\Lambda_{i}\right) \psi \tag{3.8}
\end{align*}
$$

From Eq. (3.2) and Eq. (3.8) one concludes that
$E^{(1)}\left(\Lambda_{i}\right) B_{i}=B_{i}$, and hence that $B_{i}$ maps $\mathscr{F}_{1}$ into $D\left(H_{1}\right)$. It therefore follows from Eq. (3.1) with $K=\Lambda$ that

$$
\begin{align*}
\left\|\Gamma_{\pi} \psi\right\|_{2} & \leq \sum_{i}\left\|U_{\lambda_{i}^{\prime}} B_{i} \psi\right\|_{2}  \tag{3.9}\\
& \leq \sum_{i}\left\{\alpha\left\|H_{1} B_{i} \psi\right\|_{1}+\beta\left\|B_{i} \psi\right\|_{1}\right\} . \tag{3.10}
\end{align*}
$$

Equation (3.3) now implies the easily derived bounds

$$
\begin{align*}
& \left\|H_{1} B_{i} \psi\right\|_{1} \leq L\left|\lambda_{i}-\lambda_{i-1}\right| \gamma\left\|H_{1} E(1)\left(\Lambda_{i}\right) \psi\right\|_{1},  \tag{3.11a}\\
& \left\|B_{i} \psi\right\|_{1} \leq L\left|\lambda_{i}-\lambda_{i-1}\right| \gamma\left\|E E^{(1)}\left(\Lambda_{i}\right) \psi\right\|_{1} . \tag{3.11b}
\end{align*}
$$

These two bounds and the Schwarz inequality imply the further inequalities
$\sum_{i}\left\|H_{1} B_{i} \psi\right\|_{1} \leq L|\pi| \gamma-1 / 2(b-a)^{1 / 2}\left\|H_{1} E^{(1)}((a, b]) \psi\right\|_{1}$,
$\sum_{i}\left\|B_{i} \psi\right\|_{1} \leq L|\pi| \gamma-1 / 2(b-a)^{1 / 2}\left\|E^{(1)}((a, b]) \psi\right\|_{1}$,
where $E^{(1)}((a, b])=E_{b}^{(1)}-E_{a}^{(1)}$. It is now apparent, upon substitution of inequalities (3.12) into Eq. (3.10) that $\left\|\Gamma_{\pi} \psi\right\|_{2} \rightarrow 0$ as $|\pi| \rightarrow 0$. This proves the theorem with regard to Eq. (3.4). The remainder of the theorem follows from the preceding argument with $\Gamma_{\pi}$ in Eq. (3.7) replaced by $\Gamma_{\pi}^{*}$, since the integrals in Eq. (3.5) are just the adjoints of those in Eq. (3.4).
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## B. Wave operators

In this subsection time-independent formulas for the multichannel wave operators are given.
There is first a two-Hilbert-space version of a result that has been proved for individual channels by other authors. ${ }^{1-3,6,7}$

Theorem 7: If Assumption (W) is true, the formula

$$
\begin{align*}
\Omega_{ \pm} & =\mathbf{s} \lim _{\epsilon \rightarrow 0^{+}} \mp i \epsilon \int(\lambda \mp i \epsilon-H)^{-1} J d E_{\lambda}^{\prime} \\
& =s \lim _{\epsilon \rightarrow 0^{+}} \pm i \epsilon \int d E_{\lambda} J\left(\lambda \pm i \epsilon-H^{\prime}\right)^{-1} \tag{3.13}
\end{align*}
$$

is valid on $\mathcal{K}^{\prime}$, and the formula

$$
\begin{align*}
\Omega_{ \pm}^{*} & =\mathrm{w} \operatorname{mim}_{\epsilon \rightarrow 0^{+}} \pm i \epsilon \int d E_{\lambda}{ }^{\prime} J^{*}(\lambda \pm i \epsilon-H)^{-1} \\
& =\mathrm{w} \lim _{\epsilon \rightarrow 0^{+}} \mp i \epsilon \int\left(\lambda \mp i \epsilon-H^{\prime}\right)^{-1} J^{*} d E_{\lambda} \tag{3.14}
\end{align*}
$$

is valid on $\mathfrak{H}$.
Note: In the above and following formulas the $\pm$ and $\mp$ signs are to be read with either all upper or all lower signs, and all integrals are definite integrals over ( $-\infty$, $\infty)$ unless otherwise indicated.

Proof: The proof is given for the first of Eq. (3.13), that of the other equations being essentially the same. Replace the asymptotic limit in Eq. (2.1) by the Abel limit

$$
\begin{equation*}
\Omega_{ \pm}=\mathrm{s} \underset{\epsilon \rightarrow 0^{+}}{ } \lim _{0} \int_{0}^{\infty} d t e^{-\epsilon t} e^{ \pm i H t} J e^{\mp i H^{\prime} t} \tag{3.15}
\end{equation*}
$$

Use Stone's theorem to replace the unitary operator $e^{\mp i H^{\prime} t}$ in Eq. (3.15) by its spectral representation. Then use Lemma 2 to reverse the order of spectral integration and $t$-integration. The resulting formulas are

$$
\begin{equation*}
\Omega_{ \pm}=\mathbf{s} \lim _{\epsilon \rightarrow 0^{+}} \int\left(\epsilon \int_{0}^{\infty} d t e^{(\mp i \lambda-\epsilon) t} e^{ \pm i H t} J\right) d E_{\lambda}^{\prime} \tag{3.16}
\end{equation*}
$$

Evaluation of the Bochner integrals in Eq. (3.16) yields the first of Eq. (3.13)
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A related problem of interest is the multichannel generalization of the single channel operator $\Omega_{ \pm}-I$. The difficulty is that in multichannel theory the ranges of the operators $\Omega_{ \pm}$and $I$ lie in different spaces. A simple way around this problem is to replace $I$ by $J$. This leads to the following theorem.

Theorem 2: Let Assumption (W) be true, and let the multichannel potential operator $V$ be defined by $V \equiv$ $H J-J H^{\prime}$. Then the formula

$$
\begin{align*}
\Omega_{ \pm}-J & =\mathrm{s} \lim _{\epsilon \rightarrow 0^{+}} \int(\lambda \mp i \epsilon-H)^{-1} V d E_{\lambda}^{\prime} \\
& =\mathrm{s}-\lim _{\epsilon \rightarrow 0^{+}}-\int d E_{\lambda} V\left(\lambda \mp i \epsilon-H^{\prime}\right)^{-1} \tag{3.17}
\end{align*}
$$

is valid on $\mathcal{K}^{\prime}$, and the formula

$$
\begin{align*}
\Omega_{ \pm}^{*}-J^{*} & =\mathrm{w} \lim _{\epsilon \rightarrow 0^{+}} \int d E_{\lambda}^{\prime} V^{*}(\lambda \pm i \epsilon-H)^{-1} \\
& =\mathrm{w}-\lim _{\epsilon \rightarrow 0^{+}}-\int\left(\lambda \pm i \epsilon-H^{\prime}\right)^{-1} V^{*} d E_{\lambda} \tag{3.18}
\end{align*}
$$

is valid on $\mathfrak{H}$.
Proof: A proof is given of the first of Eq. (3.17), that of the other equations being essentially the same. Write $\Omega_{ \pm}-J$ as an Abel limit,

$$
\begin{equation*}
\Omega_{ \pm}-J=\mathrm{s} \underset{\epsilon \rightarrow 0^{+}}{ } \lim \epsilon \int_{0}^{\infty} d t e^{-\epsilon t}\left(e^{ \pm i H t} J-J e^{ \pm i H^{\prime} t}\right) e^{\mp i H^{\prime} t} \tag{3.19}
\end{equation*}
$$

Use Stone's theorem to replace the unitary operator $e^{\mp i H^{\prime} t}$ in Eq. (3.19) by its spectral representation. Then use Lemma 2 to reverse the order of spectral integration and $t$-integration. The resulting formulas are
$\Omega_{ \pm}-J=\mathrm{s} \underset{\epsilon \rightarrow 0^{+}}{ } \lim ^{+} \int\left(\epsilon \int_{0}^{\infty} d t e^{(\mp i \lambda-\epsilon) t}\left(e^{ \pm i H t} J-J e^{ \pm i H^{\prime} t}\right)\right) d E_{\lambda}^{\prime}$.

Evaluating the Bochner integral and applying the identity
$(z-H)^{-1} J-J\left(z-H^{\prime}\right)^{-1}=(z-H)^{-1} V\left(z-H^{\prime}\right)^{-1}$
yields
$\Omega_{ \pm}-J=\mathrm{s}-\lim _{\epsilon \rightarrow 0^{+}} \mp i \epsilon \int(\lambda \mp i \epsilon-H)^{-1} V\left(\lambda \mp i \epsilon-H^{\prime}\right)^{-1} d E_{\lambda}^{\prime}$.

The operator $(\lambda \mp i \epsilon-H)^{-1} V$ is, by Lemma 1 , bounded. Lemma 5 can therefore be applied to replace the factor $\left(\lambda \mp i \epsilon-H^{\prime}\right)^{-1}$ by the numerical factor $(\mp i \epsilon)^{-1}$. This proves the first of Eq. (3.17).

## QED

The multichannel operators $\Omega_{ \pm}-J$ are not the only multichannel generalizations of the single channel operators $\Omega_{ \pm}-I$. Another possibility is the multichannel operators $J^{*} \Omega_{ \pm}-I$. Time-independent representations of these operators can be derived in a manner analogous to Theorem 2. Since they add nothing of interest, they will not be reproduced here.

## C. Scattering operator

In this subsection time-independent formulas for the multichannel scattering operator $S=\Omega_{+}^{*} \Omega$ are given.
There is first a two-Hilbert-space version of a result that was discovered for individual channels by Hunziker. ${ }^{20}$

Theorem 3: If Assumption (W) is true, the scattering operator $S$ has on $\mathcal{J}^{\prime}$ the representation
$S=\mathrm{w} \underset{\epsilon \rightarrow 0^{+}}{ } \lim (i \epsilon / 2) \int d E_{\lambda}^{\prime}\left(\int J^{*}\left[\frac{1}{2}(\lambda+\mu+i \epsilon)-H\right]^{-1} J d E_{\mu}^{\prime}\right)$.

The integral in Eq. (3.23) is a repeated spectral integral which may be evaluated in either order of integration.

Proof: According to Eq. (2.1) and Eq. (2.2) the operator $S$ has the representation

$$
\begin{equation*}
S=\mathrm{w} \lim _{\mapsto \infty} e^{i H^{\prime} t} J^{*} e^{-2 i H t} J e^{i H^{\prime} t} \tag{3.24}
\end{equation*}
$$

Replace the asymptotic limit in Eq. (3.24) by the Abel limit

$$
\begin{equation*}
S=\mathrm{w} \lim _{\epsilon \rightarrow 0^{+}} \epsilon \int_{0}^{\infty} d t e^{-\epsilon t} e^{i H^{\prime} t} J^{*} e^{-2 i H t} J e^{i H^{\prime} t} \tag{3.25}
\end{equation*}
$$

Use Stone's theorem to replace the left-hand factor $e^{i H^{\prime} t}$ in Eq. (3.25) with its spectral representation. Then use Lemma 2 to reverse the order of spectral integration and $t$-integration. The resulting formula is
$S=\mathrm{w} \lim _{\epsilon \rightarrow 0^{+}} \int d E_{\lambda}^{\prime}\left(\epsilon \int_{0}^{\infty} d t e^{(i \lambda-\epsilon) t} J^{*} e^{-2 i H t} J e^{i H^{\prime} t}\right)$.
Use Stone ${ }^{\prime} s$ theorem again to replace the factor $e^{i H^{\prime} t}$ in Eq. (3.26) with its spectral representation. Appeal to Lemma 2 to reverse the order of spectral integration and $t$-integration. The resulting formula is
$S=\mathrm{w} \underset{\epsilon \rightarrow 0^{+}}{ } \lim ^{+} \int d E_{\lambda}^{\prime}\left(\int\left\{\epsilon \int_{0}^{\infty} d t e^{i(\lambda+\mu+i \epsilon) t_{J}} J^{*} e^{-2 i H t} J\right\} d E_{\mu}^{\prime}\right)$.

Evaluation of the Bochner integral in Eq. (3.27) yields
Eq. (3.23) with the indicated order of integration. To obtain the reverse order of integration apply Stone's theorem first to the right-hand factor in Eq. (3.25). The proof then proceeds in the same way as before. QED
A second theorem is a two-Hilbert-space version of a result that was stated for individual channels by Ekstein ${ }^{9}$ and later modified by Sandhas et al. $\mathbf{1 0 . 1 1}^{\text {A proof }}$ (using other methods) for three-body systems is found in the book of Faddeev. ${ }^{7}$
'Theorem 4: Let Assumption (W) be true, and let $R \equiv S-I$, where $I$ is the identity on $\mathfrak{H}^{\prime}$. The operator $R$ has on $\mathcal{H}^{\prime}$ the representation
$R=\mathrm{w}-\lim _{\epsilon \rightarrow 0^{+}}(-2 \pi i) \int d E_{\lambda}^{\prime} \int \delta_{\epsilon}(\lambda-\mu) T([\lambda+\mu+i \epsilon] / 2) d E_{\mu}^{\prime}$,
where

$$
\begin{equation*}
\delta_{\epsilon}(x) \equiv(\epsilon / \pi)\left(x^{2}+\epsilon^{2}\right)^{-1} \tag{3.29}
\end{equation*}
$$

for all real $x$ and
$T(z) \equiv\left(z-H^{\prime}\right) J^{*}(z-H)^{-1} J\left(z-H^{\prime}\right)-\left(z-H^{\prime}\right)$
for all complex $z$ with nonzero imaginary part. The integral in Eq. (3.28) is a repeated spectral integral that may be evaluated in either order of integration.

Proof: Using Eq. (3. 25) write $R=S-I$ as

$$
\begin{gather*}
R=\mathrm{W}=\lim _{\epsilon \rightarrow 0^{+}} R_{\epsilon}  \tag{3.31}\\
R_{\epsilon}=\epsilon \int_{0}^{\infty} d t e^{-\epsilon t} e^{i H^{\prime} t}\left(J^{*} e^{-2 i H t} J-e^{-2 i H^{\prime} t}\right) e^{i H^{\prime} t} \tag{3.32}
\end{gather*}
$$

Proceed as in the proof of Theorem 3 to derive

$$
\begin{align*}
& R_{\epsilon}=\int d E_{\lambda}^{\prime} X(\epsilon, \lambda)  \tag{3.33}\\
& \begin{aligned}
X(\epsilon, \lambda) & =\epsilon \int_{0}^{\infty} d t e^{(i \lambda-\epsilon) t}\left(J^{*} e^{-2 i H t} J-e^{-2 i H^{\prime} t}\right) e^{i H^{\prime} t} \\
& =(i \epsilon / 2) \int C([\lambda+\mu+i \epsilon] / 2) d E_{\mu}^{\prime}
\end{aligned} \tag{3.34}
\end{align*}
$$

The operator $C$ in Eq. (3.35) is defined for all complex $z$ with nonzero imaginary part by

$$
\begin{align*}
C(z) & \equiv J^{*}(z-H)^{-1} J-\left(z-H^{\prime}\right)^{-1}  \tag{3.36}\\
& =\left(z-H^{\prime}\right)^{-1} T(z)\left(z-H^{\prime}\right)^{-1} \tag{3.37}
\end{align*}
$$

Consider next the operator

$$
\begin{align*}
& Y(\epsilon, \lambda) \equiv-2 \epsilon \int_{0}^{\infty} d t e^{(i \lambda-\epsilon) t}\left(\lambda-H^{\prime}\right) \\
& \quad \times\left(J^{*} e^{-2 i H t} J-e^{-2 i H^{\prime} t}\right)\left(\lambda-i \epsilon-H^{\prime}\right)^{-1} e^{i H^{\prime} t} \tag{3.38}
\end{align*}
$$

The operator $\left(J^{*} e^{2 i H t} J-e^{2 i H^{\prime} t}\right)$ satisfies the conditions required of the operator $B$ of Lemma 1 . For each real $\lambda$ and each $\epsilon>0$ the integrand in Eq. (3.38) is therefore continuous in $t$ and bounded in norm by a constant times the Lebesgue integrable function $e^{-\epsilon t}$. The Bochner integral $Y(\epsilon, \lambda)$ therefore exists. Proceed as with Eq. (3.34) to obtain

$$
\begin{align*}
Y(\epsilon, \lambda)=-i \epsilon \int\left(\lambda-H^{\prime}\right) C([ & \lambda+\mu+i \epsilon] / 2) \\
& \times\left(\lambda-i \epsilon-H^{\prime}\right)^{-1} d E_{\mu}^{\prime} \tag{3.39}
\end{align*}
$$

The factor $\left(\lambda-H^{\prime}\right)$ in the integrand of Eq. (3.39) is a closed operator. It can therefore be factored to the left of the integral (p. 413 of Ref. 1). The factor ( $\lambda-i \epsilon-$ $\left.H^{\prime}\right)^{-1}$ is a bounded operator (for fixed $\epsilon>0$ ) which commutes with $E_{\mu}^{\prime}$ and can be factored to the right of the integral. It follows that the operator $X(\epsilon, \lambda)(\lambda-i \epsilon-$ $\left.H^{\prime}\right)^{-1}$ maps $\mathcal{K}^{\prime}$ into $\mathscr{D}\left(H^{\prime}\right)$ and that

$$
\begin{equation*}
Y(\epsilon, \lambda)=-2\left(\lambda-H^{\prime}\right) X(\epsilon, \lambda)\left(\lambda-i \epsilon-H^{\prime}\right)^{-1} \tag{3.40}
\end{equation*}
$$

Apply Lemma 5 to obtain

$$
\begin{equation*}
0=\int d E_{\lambda}^{\prime} Y(\epsilon, \lambda) \tag{3.41}
\end{equation*}
$$

Add Eq. (3.41) to Eq. (3.33) to obtain

$$
\begin{align*}
& R_{\epsilon}=\int d E_{\lambda}^{\prime} \tilde{X}(\epsilon, \lambda)  \tag{3.42}\\
& \tilde{X}(\epsilon, \lambda)=X(\epsilon, \lambda)+Y(\epsilon, \lambda) \tag{3.43}
\end{align*}
$$

The operator $H^{\prime} C(z)$ is, by Lemma 1 , bounded. One may therefore apply Lemma 5 to Eq. (3.39) to replace the factor $\left(\lambda-i \epsilon-H^{\prime}\right)^{-1}$ by $(\lambda-i \epsilon-\mu)^{-1}$. Substitute the resulting representation for $Y(\epsilon, \lambda)$, together with the representation Eq. (3.35) for $X(\epsilon, \lambda)$, into Eq. (3.43) to obtain

$$
\begin{align*}
& \tilde{X}(\epsilon, \lambda)=(i \epsilon / 2) \int\left[1-2(\lambda-\mu-i \epsilon)^{-1}\left(\lambda-H^{\prime}\right)\right] \\
& \times C([\lambda+\mu+i \epsilon] / 2) d E_{\mu}^{\prime} . \tag{3.44}
\end{align*}
$$

Substitution of the representation Eq. (3.37) for the operator $C$ and straightforward manipulation of the integrand in Eq. (3.44) yields

$$
\begin{align*}
& \tilde{X}(\epsilon, \lambda)=-2 \pi i \int \delta_{\epsilon}(\lambda-\mu) T([\lambda+\mu+i \epsilon] / 2) \\
& \quad \times\left\{\frac{1}{2}(\lambda-\mu+i \epsilon)\left[\frac{1}{2}(\lambda+\mu+i \epsilon)-H^{\prime}\right]^{-1}\right\} d E_{\mu}^{\prime} \tag{3.45}
\end{align*}
$$

By Lemma 1 the operator $T(z)\left(z-H^{\prime}\right)^{-1}$ is bounded for all $z$ with nonzero imaginary part. The operator $T([\lambda+\mu+i \epsilon] / 2)$ therefore satisfies Eq. (3.1) and Lemma 5 can be applied to replace the operator in braces in Eq. (3.45) by unity. This proves Eq. (3.28) in the indicated order of integration.
To prove the result with the reverse order of integration proceed as in the proof of Theorem 3 to derive from Eq. (3.32) the formula

$$
\begin{align*}
R_{\epsilon} & =\int U(\epsilon, \mu) d E_{\mu}^{\prime}  \tag{3.46}\\
U(\epsilon, \mu) & =\epsilon \int_{0}^{\infty} d t e^{(i \mu-\epsilon) t} e^{i H^{\prime} t}\left(J^{*} e^{-2 i H t} J-e^{-2 i H^{\prime} t}\right) \tag{3.47}
\end{align*}
$$

Apply Lemma 5 to prove that the operator $U(\epsilon, \mu)$ can be replaced in Eq. (3.46) by
$\tilde{U}(\epsilon, \mu)=U(\epsilon, \mu)-2\left(\mu-i \epsilon-H^{\prime}\right)^{-1} U(\epsilon, \mu)\left(\mu-H^{\prime}\right)$.
Apply the lemmata as before to prove that the operator $\widetilde{U}(\epsilon, \lambda)$ has on $\mathscr{D}\left(H^{\prime}\right)$ the representation

$$
\begin{equation*}
\tilde{U}(\epsilon, \mu)=-2 \pi i \int d E_{\lambda}^{\prime} \delta_{\epsilon}(\lambda-\mu) T([\lambda+\mu+i \epsilon] / 2) \tag{3.49}
\end{equation*}
$$

This representation is now substituted for $U(\epsilon, \mu)$ in Eq. (3.46) to obtain Eq. (3.28) in the reverse order of integration. The use of a representation for $\bar{U}$ that is valid only on $\mathscr{D}\left(H^{\prime}\right)$ is justified by Lemma 3. QED
An alternative version of the previous theorem is a two-Hilbert-space version of a result established in a slightly different form in single channel theory by previous authors. ${ }^{1,2}$

Theorem 5: Let Assumption (W) be true, and let $R \equiv S-I$, where $I$ is the identity on $\mathcal{H}^{\prime}$. The operator $R$ has on $\mathfrak{H}^{\prime}$ the representations

$$
\begin{align*}
R= & \mathrm{w}-\lim _{\epsilon_{1} \rightarrow 0^{+}} \mathrm{s}-\lim _{\epsilon_{2} \rightarrow 0^{+}}(-2 \pi i) \int\left(\int d E_{\mu}^{\prime} \delta_{\epsilon_{1}}(\lambda-\mu)\right) \\
& \times T\left(\lambda+i \epsilon_{2}\right) d E_{\lambda}^{\prime}  \tag{3.50}\\
= & \mathrm{s} \epsilon_{\epsilon_{1} \rightarrow 0^{+}} \lim _{0^{+}} \mathrm{w} \lim _{\epsilon_{2} \rightarrow 0^{+}}(-2 \pi i) \int d E_{\lambda}^{\prime} T\left(\lambda+i \epsilon_{2}\right) \\
& \times\left(\int d E_{\mu}^{\prime} \delta_{\epsilon_{1}}(\lambda-\mu)\right) . \tag{3.51}
\end{align*}
$$

The operator $T$ and the function $\delta_{\epsilon}$ are the same as those defined in Theorem 4.

Proof: A proof is first given for Eq. (3.50). By Assumption (W) the operator $R=\Omega_{+}^{*} \Omega_{-}-I=\left(\Omega_{+}^{*}-\Omega_{-}^{*}\right) \Omega_{-}$ has the representations
$R=\mathrm{w} \lim _{t \rightarrow \infty}\left(e^{i H^{\prime} t} J^{*} \Omega_{-} e^{-i H^{\prime} t}-e^{-i H^{\prime} t} J^{*} \Omega_{-} e^{i H^{\prime} t}\right)$,

$$
=\mathrm{W}_{\epsilon_{1} \rightarrow 0^{+}} \lim _{1} \epsilon_{0}^{\infty} d t e^{-\epsilon_{1} t}\left(e^{i H^{\prime} t} J^{*} \Omega_{-} e^{-i H^{\prime} t}-e^{-i H^{\prime} t} J^{*} \Omega_{-} e^{i H^{\prime} t}\right)
$$

The operator $J^{*} \Omega_{-}$in Eq. (3.53) has the representation

$$
\begin{align*}
& J^{*} \Omega_{-}=\mathrm{s}-\lim _{\epsilon_{2} \rightarrow 0^{+}} F\left(\epsilon_{2}\right)  \tag{3.54}\\
& F\left(\epsilon_{2}\right)=\epsilon_{2} \int_{0}^{\infty} d s e^{-\epsilon_{2} s} J^{*} e^{-i H s} J e^{i H^{\prime} s} \tag{3.55}
\end{align*}
$$

The operator $F\left(\epsilon_{2}\right)$ is clearly bounded for each $\epsilon_{2}>0$. It therefore follows from the Lebesgue dominated convergence theorem for Bochner integrals that

$$
\begin{equation*}
R=\mathrm{w} \operatorname{\epsilon }_{\epsilon_{1} \rightarrow 0^{+}} \lim s \lim _{\epsilon_{2} \rightarrow 0^{+}} G_{-}\left(\epsilon_{1}, \epsilon_{2}\right) \tag{3,56}
\end{equation*}
$$

where the operators $G_{ \pm}\left(\epsilon_{1}, \epsilon_{2}\right)$ are defined by
$G_{ \pm}\left(\epsilon_{1}, \epsilon_{2}\right)=\epsilon_{1} \int_{0}^{\infty} d t e^{-\epsilon_{1} t}\left(e^{i H^{\prime} t} F\left(\epsilon_{2}\right) e^{-i H^{\prime} t} \pm e^{-i H^{\prime} t} F\left(\epsilon_{2}\right) e^{i H^{\prime} t}\right)$.
It is clear from Eq. (3.57) and the foregoing analysis that

$$
\begin{equation*}
s-\lim _{\epsilon_{2} \rightarrow 0^{+}}\left(\epsilon_{2} / \epsilon_{1}\right) G_{+}\left(\epsilon_{1}, \epsilon_{2}\right)=0 \tag{3.58}
\end{equation*}
$$

for all $\epsilon_{1}>0$. It follows that

$$
\begin{align*}
& R=\mathrm{w} \lim _{\epsilon_{1} \rightarrow 0^{+}} \lim _{\epsilon_{2} \rightarrow 0^{+}} \lim _{1} G\left(\epsilon_{1}, \epsilon_{2}\right),  \tag{3.59}\\
& G\left(\epsilon_{1}, \epsilon_{2}\right)=G_{-}\left(\epsilon_{1}, \epsilon_{2}\right)+\left(\epsilon_{2} / \epsilon_{1}\right)\left[G_{+}\left(\epsilon_{1}, \epsilon_{2}\right)-2 I\right] . \tag{3.60}
\end{align*}
$$

To obtain integral representations of the operators $G_{ \pm}\left(\epsilon_{1}, \epsilon_{2}\right)$ use Stone's theorem to replace the right-hand factors $e^{ \pm i H^{\prime} t}$ in Eq. (3.57) with their spectral representation. Apply Lemma 2 to reverse the order of spectral integration and $t$-integration. Perform the remaining Bochner integration to obtain

$$
\begin{align*}
& G_{ \pm}\left(\epsilon_{1}, \epsilon_{2}\right)=-i \epsilon_{1} \int\left[\left(\lambda-i \epsilon_{1}-H^{\prime}\right)^{-1}\right. \\
&\left.\mp\left(\lambda+i \epsilon_{1}-H^{\prime}\right)^{-1}\right] F\left(\epsilon_{2}\right) d E_{\lambda}^{\prime} . \tag{3.61}
\end{align*}
$$

Substitution of Eq. (3.61) into Eq. (3.60) and manipulating the integrand yields

$$
\begin{align*}
& G\left(\epsilon_{1}, \epsilon_{2}\right)=-2\left(\epsilon_{2} / \epsilon_{1}\right) I \\
& \quad+\int\left\{( \lambda + i \epsilon _ { 2 } - H ^ { \prime } ) \left[\left(\lambda+i \epsilon_{1}-H^{\prime}\right)^{-1}\right.\right. \\
& \left.\left.\quad-\left(\lambda-i \epsilon_{1}-H^{\prime}\right)^{-1}\right]\right\} F\left(\epsilon_{2}\right) d E_{\lambda}^{\prime} \tag{3.62}
\end{align*}
$$

By theorem 1,

$$
\begin{equation*}
F\left(\epsilon_{2}\right)=i \epsilon_{2} \int J^{*}\left(\mu+i \epsilon_{2}-H\right)^{-1} J d E_{\mu}^{\prime} \tag{3.63}
\end{equation*}
$$

Substitute Eq. (3.63) into Eq. (3.62). By Lemma 1 the operator in the braces in Eq. (3.62) is a bounded operator. Lemma 4 may therefore be applied to obtain

$$
\begin{align*}
& G\left(\epsilon_{1}, \epsilon_{2}\right)=-2\left(\epsilon_{2} / \epsilon_{1}\right) I \\
& \quad+i \epsilon_{2} \int\left(\lambda+i \epsilon_{2}-H^{\prime}\right)\left[\left(\lambda+i \epsilon_{1}-H^{\prime}\right)^{-1}\right. \\
& \left.\quad-\left(\lambda-i \epsilon_{1}-H^{\prime}\right)^{-1}\right] J^{*}\left(\lambda+i \epsilon_{2}-H\right)^{-1} J d E_{\lambda}^{\prime} \tag{3.64}
\end{align*}
$$

The operator $J^{*}\left(\lambda+i \epsilon_{2}-H\right)^{-1} J$ maps, by Assumption (W3), the space $\mathscr{F}^{\prime}$ into $\mathscr{D}\left(H^{\prime}\right)$. It is therefore permissible to commute the two left-hand factors in Eq. (3.64) to obtain

$$
\begin{align*}
G\left(\epsilon_{1}, \epsilon_{2}\right) & =\int\left[\left(\lambda+i \epsilon_{1}-H^{\prime}\right)^{-1}-\left(\lambda-i \epsilon_{1}-H^{\prime}\right)^{-1}\right] \\
& \times T\left(\lambda+i \epsilon_{2}\right)\left[i \epsilon_{2}\left(\lambda+i \epsilon_{2}-H^{\prime}\right)^{-1}\right] d E_{\lambda}^{\prime}+Z \tag{3.65}
\end{align*}
$$

$$
\begin{align*}
& Z \equiv-2\left(\epsilon_{2} / \epsilon_{1}\right) I+i \epsilon_{2} \int\left[\left(\lambda+i \epsilon_{1}-H^{\prime}\right)^{-1}\right. \\
&\left.-\left(\lambda-i \epsilon_{1}-H^{\prime}\right)^{-1}\right] d E_{\lambda}^{\prime} \tag{3.66}
\end{align*}
$$

The operator $Z$ in Eq. (3.66) is, by Lemma 5, identically zero. The factor $i \epsilon_{2}\left(\lambda+i \epsilon_{2}-H^{\prime}\right)^{-1}$ in Eq. (3.65) can, by Lemma 5 , be replaced by unity. The final result, Eq. (3.50), is then obtained by replacing the operator $\left[\left(\lambda+i \epsilon_{1}-H^{\prime}\right)^{-1}-\left(\lambda-i \epsilon_{1}-H^{\prime}\right)^{-1}\right]$ by its spectral representation.
To prove Eq. (3.51) start with $R=\Omega_{+}^{*}\left(\Omega_{-}-\Omega_{+}\right)$and proceed analogously.

QED
It is amusing to compare Eq. (3.50) with the analogous formula that one obtains with the injection operators $J_{ \pm}$of Eq. (2.6). Define, for all complex numbers $z$ with nonzero imaginary parts, the operators
$T_{ \pm}(z) \equiv\left(z-H^{\prime}\right) J_{ \pm}^{*}(z-H)^{-1} J_{-}\left(z-H^{\prime}\right)-\left(z-H^{\prime}\right)$.
Then the operator $R \equiv S-I$ has on $\mathscr{K}^{\prime}$ the representation

$$
\begin{align*}
& R=\mathrm{s}-\lim _{\epsilon_{1} \rightarrow 0^{+}} \mathrm{s}-\lim _{\epsilon_{2} \rightarrow 0^{+}}(-2 \pi i) \int {\left[R^{(1)}\left(\lambda, \epsilon_{1}, \epsilon_{2}\right)\right.} \\
&\left.+R^{(2)}\left(\lambda, \epsilon_{1}, \epsilon_{2}\right)\right] d E_{\lambda}^{\prime} \tag{3.68}
\end{align*}
$$

where

$$
\begin{equation*}
R^{(1)}\left(\lambda, \epsilon_{1}, \epsilon_{2}\right)=\int d E_{\mu}^{\prime} \delta_{\epsilon_{1}}(\lambda-\mu) T_{+}\left(\lambda+i \epsilon_{2}\right) \tag{3.69}
\end{equation*}
$$

$$
\begin{array}{r}
R^{(2)}\left(\lambda, \epsilon_{1}, \epsilon_{2}\right)=\int d E_{\mu}^{\prime}\left[\left(\epsilon_{1}-\epsilon_{2}\right) / 2 \pi\right]\left(\lambda-\mu+i \epsilon_{1}\right)^{-1} \\
\quad \times\left(\lambda-\mu+i \epsilon_{2}\right)^{-1}\left[T_{-}\left(\lambda+i \epsilon_{2}\right)-T_{+}\left(\lambda+i \epsilon_{2}\right)\right] \tag{3.70}
\end{array}
$$

The term $R^{(1)}$ is what one expects, and the term $R^{(2)}$ is a remainder present because $J_{+} \neq J_{-}$. The presence of this complicated remainder is of course a serious disadvantage of the formula Eq. (3.68), making it relatively useless.

## 4. DISCUSSION

It is to be emphasized that the analysis in Sec. 3 does not lead to any new conclusions. The operator $T(z)$ defined in Eq. (3.30) was originally introduced by Ekstein ${ }^{9}$ and later modified by Sandhas and coworkers ${ }^{10,11}$ into the form presented here. The importance of the present work is that it provides apparently the first rigorous proof that the multichannel operator $T(z)$ is the one to study.
A curious feature of the analysis is that if the weak convergence of the adjoint wave operators $\Omega_{ \pm}^{*}$ in Eq. (2.2) is replaced by strong convergence, then the theory is restricted to single channel problems. Further comment on this point is found at the end of Sec. 2.
Another important feature of the analysis is that partial integration of Bochner integrals is avoided. ${ }^{21}$ This gap in technique is filled by the use of Lemma 5, which is apparently new. 22 One advantage of proceeding this way is that the proofs of theorems are generally shortened. For example, the proof of Theorem 2 requires one paragraph, while previous proofs ${ }^{1.2}$ were considerably longer. Another benefit of avoiding partial integrations is that the time-independent formulas are seen to be valid on all of $\mathcal{F}^{\prime}$, instead of being restricted $1,2,6$ to $D\left(H^{\prime}\right)$. The approach of this paper has, therefore, certain advantages over previous approaches to the problem.
A third point concerns the interpretation of the function $\delta_{\epsilon}$ defined in Eq. (3.29). It is this function that as $\epsilon \rightarrow 0^{+}$
is supposed to become the delta function that enforces energy conservation. Although this interpretation is probably correct, some caution in making it is needed. Lack of proper treatment of this point is known, for example, to lead to erroneous results in Coulomb scattering. ${ }^{23,24}$ As an example of the pitfalls in the shortrange case one may use the techniques of Sec. 2 to derive the formula
$S=I+\mathbf{s} \lim _{\epsilon \rightarrow 0^{+}}(-2 \pi i) \int\left(\int d E_{\lambda}^{\prime}(\lambda-\mu) \delta_{\epsilon}(\lambda-\mu) \Omega_{+}^{*} J\right) d E_{\mu}^{\prime}$.
The integral is a repeated spectral integral that can be evaluated in either order of integration. With a literal interpretation of $\delta_{\epsilon}$ as a delta function, the quantity $(\lambda-\mu) \delta_{\epsilon}(\lambda-\mu)$ would be zero in the limit $\epsilon \rightarrow 0^{+}$. The conclusion would be that $S=I$, a clear absurdity. Fortunately, closer analysis reveals that this literal interpretation of $\delta_{\epsilon}$ is not warranted in this example. When proper notice is taken of the order in which the operations in Eq. (4.1) are performed, it becomes clear that the factor $(\lambda-\mu) J$ is equivalent to, and can be replaced by, the operator $V=H J-J H^{\prime}$. Thus, Eq. (4.1) is equivalent to the representation

$$
\begin{equation*}
S=I+\mathbf{s} \lim _{\epsilon \rightarrow 0^{+}}(-2 \pi i) \int\left(\int d E_{\lambda}^{\prime} \delta_{\epsilon}(\lambda-\mu) \Omega_{+}^{*} V\right) d E_{\mu}^{\prime} \tag{4.2}
\end{equation*}
$$

The remaining factor $\delta_{\epsilon}$ in Eq. (4.2) probably does enforce energy conservation, although no rigorous proof of that fact has been published. In the absence of such a proof, a degree of skepticism about the interpretation of $\delta_{\epsilon}$ should be maintained.
In summary, the connection between time-dependent and time-independent multichannel quantum scattering theory has been rigorously established using techniques that effect certain mathematical economies over previous treatments of the single channel problem. Whether these techniques have further application in quantum scattering theory is a question for further research.
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## APPENDIX

In this appendix the validity of Assumption (W) is established for systems obeying Assumptions (A. I)-(A. III) below. This discussion is appended both for completeness and because previous formulations of a similar sort ${ }^{9,25-27}$ have omitted proofs of certain details important for this paper. Specifically, proofs of the boundedness and domain preserving characteristics of $J$ and $J^{*}$ and of the existence of the limit in Eq. (2.1) have not been given. These are provided in Propositions 1 and 2. In addition it is proved in Proposition 3 that the weak limit in Eq. (2.2) cannot be replaced by a strong limit, a result apparently new. 28

Consider a system of particles undergoing a scattering process. Asymptotically the particles arrange themselves into clusters, each of which is in a specific quantum mechanical bound state. A specification of both a clustering $A$ and the corresponding bound states $b_{A}$ is called a channel. The temporal evolution of the system from one channel to another is assumed to be consistent with the following principles.
(A.I) The temporal evolution of the complete system is governed by a one-parameter group $e^{-i H t}$, where the
total Hamiltonian $H$ is a self-adjoint operator with (dense) domain $\mathscr{D}_{H}$ in a separable Hilbert space $\mathscr{H}$. (A. II) The temporal evolution of each channel $\alpha$ is governed by a one-parameter group $e^{-i H_{\alpha} t}$, where the channel Hamiltonians $H_{\alpha}$ are self-adjoint operators with (dense) domains $\mathscr{D}_{\alpha}$ in separable Hilbert spaces $\mathcal{K}_{\alpha} \subset \mathcal{H}$ and with absolutely continuous spectra. The Hilbert space $\mathcal{K}_{0}$ corresponding to a clustering with only one particle per cluster is the entire space $\mathcal{F}$. The operators $\mathscr{H}_{\alpha}$ for all channels $\alpha$ with a fixed clustering $A$ have a common self-adjoint extension $H_{A}$ with domain $D_{A}=$ $\mathcal{D}_{H} \subset \mathcal{H}$.
(A. III) The channel wave operators

$$
\begin{equation*}
\Omega_{ \pm}^{(\alpha)}=\mathrm{s} \lim _{t \pm \infty} e^{i H t} e^{-i H_{\alpha} t} P_{\alpha} \tag{A1}
\end{equation*}
$$

where the $P_{\alpha}$ are the orthogonal projections of $\mathfrak{H}$ onto $\mathcal{F}_{\alpha}$, exist on $\mathcal{H}$ for all channels $\alpha$. The orthogonality relation

$$
\begin{equation*}
P_{\alpha} P_{\beta}=\delta_{\alpha \beta} P_{\alpha} \tag{A2}
\end{equation*}
$$

where $\delta_{\alpha \beta}$ is the Kronecker delta, is true if the channels $\alpha$ and $\beta$ have the same clustering. The orthogonal projections $E_{ \pm}^{(\alpha)}$ of $\mathcal{H}$ onto the ranges of $\Omega_{ \pm}^{(\alpha)}$ satisfy

$$
\begin{equation*}
E_{ \pm}^{(\alpha)} E_{ \pm}^{(\beta)}=\delta_{\alpha \beta} E_{ \pm}^{(\alpha)} \tag{A3}
\end{equation*}
$$

for all channels $\alpha$ and $\beta$.
Assumptions (A.I)-(A. III) are known to be true for systems of spinless particles that interact via square integrable pair potentials. 16,17
To place the formalism in a two-Hilbert-space setting the direct sum Hilbert space $\mathcal{H}^{\prime}=\oplus_{\alpha} \mathcal{K}_{\alpha}$ is formed, and the multichannel Hamiltonian $H^{\prime}$ is defined for all $\Phi=$ $\oplus_{\alpha} \phi_{\alpha}$ in $\mathscr{D}_{H^{\prime}} \subset \mathcal{H}^{\prime}$ by the equation

$$
\begin{equation*}
H^{\prime} \Phi=\oplus_{\alpha} H_{\alpha} \phi_{\alpha} \tag{A4}
\end{equation*}
$$

Communication between $\mathcal{K}^{\prime}$ and $\mathcal{H}$ is provided by the injection operator $J: \mathcal{K}^{\prime} \rightarrow \mathcal{K}$ defined for all $\Phi=\oplus_{\alpha} \phi_{\alpha}$ in $\mathfrak{H}^{\prime}$ by the equation

$$
\begin{equation*}
J \Phi=\sum_{\alpha} \phi_{\alpha} \tag{A5}
\end{equation*}
$$

With these definitions Assumptions (W1) and (W2) follow from Assumptions (A. I) and (A. II). Assumption (W3) is verified by the following proposition.

Proposition 1: The operator $J$ is bounded and maps $\mathscr{D}_{H^{\prime}}$ into $\mathscr{D}_{H^{*}}$ The adjoint operator $J^{*}$ is bounded and maps $\mathscr{D}_{H}$ into $\mathscr{D}_{H^{\prime}}$.

Proof: For each clustering $A$ let $J_{A}: \mathcal{F}^{\prime} \rightarrow \mathcal{F}$ be defined for all $\Phi=\oplus_{\alpha} \phi_{\alpha}$ in $\Psi^{\prime}$ by the equation

$$
\begin{equation*}
J_{A} \Phi=\sum_{\alpha}(A) \phi_{\alpha} \tag{A6}
\end{equation*}
$$

where $\sum_{\alpha}^{(A)}$ denotes summation over all channels with the clustering $A$. By Eq. (A2) the operators $J_{A}$ are bounded: $\left\|J_{A} \Phi\right\|_{\mathfrak{K}} \leq\|\Phi\|_{\mathfrak{K},}$. Since

$$
\begin{equation*}
J \Phi=\sum_{A} J_{A} \Phi, \tag{A7}
\end{equation*}
$$

where now the sum is over all clusterings $A$ and hence is a finite sum, the boundedness of $J$ and $J^{*}$ is proved.
By Assumption (A. II), $H_{A} \phi_{\alpha}=H_{\alpha} \phi_{\alpha}$ for $\phi_{\alpha} \in \mathscr{D}_{\alpha}$ with $H_{A}$ being self-adjoint and hence closed. It follows that

$$
\begin{equation*}
J_{A} H^{\prime} \Phi=\sum_{\alpha}{ }^{(A)} H_{\alpha} \phi_{\alpha}=\sum_{\alpha}{ }^{(A)} H_{A} \phi_{\alpha}=H_{A} J_{A} \Phi \tag{A8}
\end{equation*}
$$

for $\Phi \in \mathscr{D}_{H^{\prime}}$. Thus $J_{A}$ maps $\mathscr{D}_{H^{\prime}}$ into $\mathscr{D}_{A}=\mathscr{D}_{H^{*}}$. Equation (A7) now implies that $J$ maps $\mathscr{D}_{H}$, into $\mathscr{D}_{H}$. In a similar way the adjoint equation

$$
\begin{equation*}
H^{\prime} J^{*} \psi=\sum_{A} J_{A}^{*} H_{A} \psi \tag{A9}
\end{equation*}
$$

is proved for $\psi \in \mathscr{D}_{H}$, thus proving that $J^{*} \operatorname{maps} \mathscr{D}_{H}$ into $\mathcal{D}_{H^{\prime}}$.

QED
Assumption (W4) is established by noting that multichannel operators $\Omega_{ \pm}: \mathcal{K}^{\prime} \rightarrow \mathcal{H}$ are standardly defined by $9,16,17,29$

$$
\begin{equation*}
\Omega_{ \pm} \Phi \equiv \sum_{\alpha} \Omega_{ \pm}^{(\alpha)} \phi_{\alpha} \tag{A10}
\end{equation*}
$$

Equations (2.3) and (2.4) then follow from the corresponding single channel properties.16.17 Equation (2.1) is verified in the following proposition.

Proposition 2: The operators $\Omega_{ \pm}: \mathcal{F}^{\prime} \rightarrow \mathfrak{H}$ defined by Eqs. (2.1) and (A10) are the same. They exist if and only if the channel wave operators $\Omega_{ \pm}^{(\alpha)}$ exist for all channels $\alpha$.

Proof: Define $\Omega(t): \mathfrak{K}^{\prime} \rightarrow \mathfrak{K}$ for all $\Phi=\oplus_{\alpha} \phi_{\alpha}$ in $\mathbb{K}^{\prime}$ by

$$
\begin{equation*}
\Omega(t) \Phi \equiv e^{i H t} J e^{-i H^{\prime} t} \Phi=\sum_{\alpha} e^{i H t} e^{-i H_{\alpha} t} \phi_{\alpha} \tag{A11}
\end{equation*}
$$

Let $\Phi \in \mathcal{K}^{\prime}$ and $\epsilon>0$ be arbitrary but fixed. Choose a vector $\Psi \in \mathscr{H}^{\prime}$ with only a finite number of nonzero components $\psi_{\alpha}$ such that

$$
\begin{equation*}
\|\phi-\Psi\|_{\mathscr{K}^{\prime}}<(\epsilon / 2)(1+\|J\|)^{-1} \tag{A12}
\end{equation*}
$$

where $\|J\|$ is the norm of $J$. Such a $\Psi$ exists since vectors of that form are dense in $\mathcal{S}^{\prime}$.
If the $\Omega_{ \pm}^{(\alpha)}$ exist and if $\Omega_{ \pm}$are defined by Eq. (A10), then Proposition 1 and Eq. (A12) imply
$\left\|\left[\Omega_{ \pm}-\Omega(t)\right] \Phi\right\|_{\mathbb{H}} \leq(\epsilon / 2)+\sum_{\alpha}\left\|\left[\Omega_{ \pm}^{(\alpha)}-e^{i H t} e^{-i H_{\alpha} t}\right] \phi_{\alpha}\right\|_{\mathcal{K}^{*}}$
Since there are only a finite number of nonzero terms in the sum on the right side of Eq. (A13) there exists a $T$ such that for $\pm t>T$ the sum is less than ( $\epsilon / 2$ ). Existence of the limit of Eq. (2.1) and its identity with the operator defined in Eq. (A10) is established provided the channel wave operators exist. The converse part of the proposition follows immediately upon restriction of Eq. (2.1) to the subspaces $\mathscr{H}_{\alpha}$.

QED
Equation (2.2) follows from Eq. (2.1) and the definition of an adjoint operator. Assumption (W4) is thus established.
Assumption (W5) follows from Eqs. (2.3) and (2.5). This completes the verification of Assumption (W).
The weak convergence in Eq. (2.2) cannot be replaced by strong convergence. One might think, on the basis of experience with the singlechannel theory that strong convergence should hold on the subspace of $\mathcal{H}$ of absolute continuity of $H$. This is not generally the case, as the following proposition shows.

Proposition 3: Let $P$ be the orthogonal projection of $\mathcal{F}$ onto the subspace of absolute continuity of $H$, and suppose that the equation

$$
\begin{equation*}
\Omega_{ \pm}^{*}=\mathrm{s} \lim _{t \rightarrow \pm} e^{i H^{\prime} t} J^{*} e^{-i H t} P \tag{A14}
\end{equation*}
$$

is true. Then the only nonzero channel wave operator
is that for the free particle channel (the channel in which each cluster contains only one particle).

Proof: Denote the free particle channel by $\alpha=0$. The Hilbert space $\mathcal{H e}_{0}$ corresponding to the free particle channel is the entire space $\mathcal{H}$. Hence, if both Eqs. (2.1) and (A14) are true, then both of the strong limits

$$
\begin{equation*}
\Omega_{ \pm}^{(0)}=\mathrm{s} \underset{t \rightarrow \pm \infty}{ } \lim ^{i H t} e^{-i H_{0} t} \tag{A15}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{ \pm}^{(0) *}=\mathrm{s} \overline{\lim }_{t \rightarrow \pm} e^{i H_{0} t} e^{-i H t} P \tag{A16}
\end{equation*}
$$

exist on HC. Thus $E_{ \pm}^{(0)}=P$ (Ref. 30, Theorem X 3.5). However, $E_{ \pm}^{(\alpha)} \mathcal{K} \subset \stackrel{ \pm}{P} \mathcal{F}$ for all channels $\alpha$ (Ref. 30 , Theorem X 3.2). It now follows from Eq. (A3) that, except for the free particle channel, all $E_{ \pm}^{(\alpha)}$ and hence all $\Omega_{ \pm}^{(\alpha)}$ are the zero operator.

QED

Note added in proof: After seeing a preliminary version of this paper, E. Prugovečki [J. Math. Phys. 14, 957 (1973)] independently proved some two-Hilbert-space formulas similar to those in this paper. F. Coester has pointed out to the authors that his two-Hilbert-space formulation in Refs. 25-27 also satisfies Assumption (W) of this paper.
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#### Abstract

Three structurally distinct and explicit expressions are developed for the boson polynomials. The relationship of these polynomials to the representations of the general linear group and the Gel'fand-Graev generalized beta functions is noted. A by-product of these results is a new, closed expression for the irreducible representations of the symmetric group. Some similarities, as well as dissimilarities, between the boson polynomial forms and the canonical tensor operator forms are presented and discussed, the origin of these properties being traced to the similarities and distinctions between Wigner coefficients and Racah coefficients. One of the boson polynomial expressions is used to prove an important new relation in the Racah-Wigner calculus: the identity of the set of extended projective coefficients to a subset of Racah coefficients. This relationship becomes one-to-one for $S U(2)$ and establishes a pattern calculus for the Racah coefficients of angular momentum theory.


## I. INTRODUCTION

In two previous papers ${ }^{1,2}$ (hereafter referred to as I and II), we have utilized three principal tools in our investigations of the structural properties of the canonical tensor operators in the unitary groups: (a) the boson factorization lemma ${ }^{3}$; (b) the pattern calculus ${ }^{4}$; and (c) the algebraic relations which define the abstract $U(n)$ Racah-Wigner calculus ${ }^{5-10}$ (coupling laws of Wigner operators, projective operators, etc.). Each of these tools together with their rich structural interrelations was demonstrated in I and II to be very effective for the calculation of certain explicit results (a class of reduced Wigner coefficients and Racah coefficients).

These three basic tools are developed still further in the present paper. Such a step appears to be necessary because, despite the fact that we have, for example, given a complete description in I of how to calculate all $U(3)$ reduced Wigner coefficients, the task of implementing this general procedure is extremely difficult. In broadening our knowledge of the basic tools, we not only uncover interesting details about these objects as mathematical structures, but also increase our capacity to calculate explicit matrix elements, which is our ultimate goal.

The factorization lemma has been a powerful tool for calculating explicit matrix elements, $1,4,8,11$ but its usefulness has at the same time been somewhat limited by the lack of a fully explicit expression for the general "boson polynomial" occurring in it. In Sec. II we supply briefly the past developments, and then give three alternative forms for these boson polynomials (each of these forms corresponds to a different structural development), the derivation in each case proceeding directly from the factorization lemma itself. The significance ${ }^{7}$ of these polynomials as irreducible representations (irreps) of the general linear group is emphasized, and the connection with the more recent work of Gel'fand and Graev ${ }^{12}$ is noted. An interesting by-product of these general considerations is a remarkable formula for the real, orthogonal irreps of the symmetric group.

One form of the general boson polynomial is given in Sec. II as a sum over monomials in the "fundamental
bosons" $a_{i}^{j}, i, j=1,2, \cdots, n$. It is also known ${ }^{7,8}$ that a general $U(n)$ Wigner operator transforming as irrep [ $\left.m_{1 n} m_{2 n} \cdots m_{n n}\right]\left(m_{n n} \geqslant 0\right)$ is a sum of monomials in the fundamental Wigner operators ${ }^{13}$

$$
\left\langle\begin{array}{cc}
\tau \\
{\left[\begin{array}{ll}
1 & 0
\end{array}\right]} \\
i
\end{array}\right\rangle \tau, i,=1,2, \cdots, n .
$$

By analogy to the explicit boson form of Sec.II, we are led in Sec. III to consider a similar sum of monomials in the fundamental Wigner operators. The relation of these irreducible tensor operators to the canonical Wigner operators is discussed, and, in particular, a fully explicit expression is given for the $\left\langle\begin{array}{ll}p & 0\end{array}\right\rangle$ canonical Wigner operators in terms of the fundamental ones, the analogy in this case with the corresponding boson expression being quite striking. Aside from their possible calculational value, such relations provide us with considerable insight into the structure of the Racah-Wigner calculus and the significance of operator patterns. What we have in mind here may be described briefly in the following manner: If the fundamental Wigner operators all commuted, then we would build an arbitrary Wigner operator as a sum of monomials in the fundamental Wigner operators (over the field of complex numbers instead of over group invariants for scalars) in exactly the same way that we build an arbitrary boson polynomial from the fundamental bosons. If this were actually the case, then Racah coefficients would be identical with Wigner coefficients and operator patterns would be Gel'fand patterns, i.e., have a subgroup significance. More precisely then it is the noncommutivity of the fundamental Wigner operators which accounts for the distinction between operator patterns and Gel'fand patterns and between Racah coefficients and Wigner coefficients.

In Sec. IV and Appendix B a structural relation is established between two objects which enter the Racah-Wigner calculus in quite distinct ways-these objects are the Racah invariants and the extended projective operators. ${ }^{8}$ This relation has particular significance for $U(2)$ because it now places the calculation of a class of $U(2)$ Racah coefficients within the framework of the (extended)
pattern calculus rules. Furthermore, the detailed form of this relation suggests that it may be possible to generalize the pattern calculus beyond its present stage. The proof of the relation for $U(2)$ is quite straightforward, but given in some detail because of its significance for angular momentum theory. The proof of the general relation for $U(n)$ is difficult, drawing as it does on (a) the factorization lemma in a form using the results of Sec. II; (b) the abstract coupling law for extended projective operators; and (c) the complicated relation between Racah coefficients derived in Ref. 9 (as a consequence of the associativity law for Wigner operator multiplication). Despite this complexity, the proof is quite interesting because it places the Racah coefficient identity of Ref. 9 in new perspective as an essential and important relation in the Racah-Wigner calculus.

## II. THE BOSON POLYNOMIALS

## A. Preliminary remarks

The explicit determination of all finite dimensional unitary irreducible representations of the family of unitary groups, $U(n)$, is an essential and important task. Although an implicit construction was already known from the fundamental work of Weyl, 14 the first major step in the explicit construction was the determination of the matrices of the generators of all $U(n)$ by Gel'fand and Zetlin ${ }^{15}$ in 1950; the details of this determination, as well as the construction of the representations themselves, was given only later, by Gel'fand and Graev, ${ }^{12}$ in 1965. An alternative construction of the matrices of the generators of $U(n)$-using boson operator techniques -was given by Baird and Biedenharn ${ }^{16}$ in 1963; the explicit representations in this latter construction are designated as "boson polynomials," and have been discussed subsequently by many authors. ${ }^{17}$

The finite dimensional irreps of the generators of $U(n)$ also appear in a wider context: they are at the same time irreducible representations of the generators of the general linear group, $G L(n, C)$. This fact is basic to Gel'fand's approach; the special functions associated with these irreps turn out to be generalizations of Euler's beta function.

From the boson operator point-of-view these irreps play a fundamental role in the problem of constructing tensor operators; this results from the fact that the boson polynomials occur in the factorization lemma, 3,4 and their explicit form is required to evaluate the Wigner operators which occur in that lemma.

The present section has as one of its main purposes the explicit determination of the boson polynomials:

$$
B\left(\begin{array}{l}
\left(m^{\prime}\right)  \tag{2.1}\\
{[m]} \\
(m)
\end{array}\right)(A)
$$

Here $A$ denotes the square array

$$
A=\left(\begin{array}{cccc}
a_{1}^{1} & a_{1}^{2} & \cdots & a_{1}^{n}  \tag{2.2}\\
a_{2}^{1} & a_{2}^{2} & \cdots & a_{2}^{n} \\
a_{n}^{1} & a_{n}^{2} & \cdots & a_{n}^{n}
\end{array}\right)
$$

with each $a_{i}^{j}$ being interpreted as an independent boson operator. The labels ( $m$ ) and ( $m^{\prime}$ ) denote Gel'fand patterns associated with the irrep [m]. ${ }^{13}$

Under the mapping $A \rightarrow U$, where $U$ is a unitary matrix, these polynomials become the elements of a finite dimen-
sional unitary matrix irrep $[m]$ of $U(n)$. Under the mapping $A \rightarrow Z$, where $Z$ is an arbitrary nonsingular complex matrix, these same polynomials become the elements of a matrix irrep $[m$ ] of $G L(n, C) .7$

One of the purposes of the present section is to discuss in some detail the relationship between the Gel'-fand-Graev construction of these $G L(n, C)$ irreps and the boson polynomial approach.

Let us suppose that one has been given the task of determining all unitary irreps of $U(n)$ : how might one proceed? The most direct procedure would be to proceed along the path laid out by Weyl: here one knows how to construct explicitly the unique vector in the carrier space of an irrep [ $m$ ] having maximal weight. Using lowering operators one then proceeds step-by-step to generate a basis of the carrier space, and then, using the matrices of the generators, to construct the finite transformations of the group. Such a procedure is quite practical for $U(2)$, useful even for $U(3)$, but loses its utility for arbitrary $n$. It is important to note that if one uses a boson operator realization in the process, then the construction of the basis vectors themselves is already a determination of certain of the boson polynomials 18,19 and hence of the finite transformations. The most complete results using this direct "lowering operator" approach have been given by Nagel and Moshinsky, ${ }^{20}$ Louck, ${ }^{21}$ and Holman. ${ }^{11}$

The disadvantage of this direct approach is that it becomes exceedingly cumbersome as $n$ increases, and correspondingly difficult to implement. Moreover the very cumbersomeness of the technique itself obscures insight into the structural properties of the results being obtained.

The method employed by Gel'fand and Graev is very different. First they note that the irreps actually belong to $G L(n, C)$, as mentioned above. This has the important consequence that one is allowed to use transformations generated by (nonsingular) upper (or lower) triangular matrices; such matrices are (in general) not unitary and belong only to $G L(n, C)$.

Let us illustrate this method for $U(2)$. The representation consists in associating with each matrix

$$
g=\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right)
$$

the operator $T(g)$ acting in the space $H_{m_{1} m_{2}}$ of polynomials $P(z)$ whose degree is $\left(m_{1}-m_{2}\right)$ or less. Then one has

$$
\begin{equation*}
T(g) P(z)=P\left(\frac{\alpha z+\gamma}{\beta z+\delta}\right)(\beta z+\delta)^{m_{1}-m_{2}}(\operatorname{det} g)^{m_{2}} \tag{2.3}
\end{equation*}
$$

Upon introducing an explicit basis, $f_{m}$, for $H_{m_{1} m_{2}}$,

$$
\begin{equation*}
f_{m}(z) \equiv z^{m-m_{2}}, m_{2} \leqslant m \leqslant m_{1} \tag{2.4}
\end{equation*}
$$

one may proceed to determine the explicit matrix elements of the representation. That is,

$$
\begin{align*}
T(g) f_{m}= & \sum_{m^{\prime}}\left(m^{\prime}, m \mid g\right) f_{m^{\prime}}, \begin{array}{c}
\text { (Gel'fand-Graev } \\
\text { notation) }
\end{array}  \tag{2.5a}\\
= & \sum_{m^{\prime}} D_{m^{\prime}, m}^{j}(g) f_{m^{\prime}}, j=\frac{m_{1}-m_{2}}{2} \\
& \text { (Condon-Shortley-Wigner notation). } \tag{2.5b}
\end{align*}
$$

So far, this procedure is quite familiar; the ( $m^{\prime}, m \mid g$ ), or $D_{m}^{j}{ }^{\prime} m(g)$, are simply related to the Jacobi polynomials.

The novelty of the Gel'fand-Graev procedure is that they factorize the matrix $g$ into three simpler $G L(2, C)$ matrices:

$$
\begin{align*}
g & \equiv\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \delta
\end{array}\right), \alpha \neq 0, \\
& \equiv z \delta \zeta, \tag{2.6}
\end{align*}
$$

where

$$
z=\left(\begin{array}{ll}
1 & 0  \tag{2.7}\\
z & 1
\end{array}\right), \delta=\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right), \zeta=\left(\begin{array}{ll}
1 & \zeta \\
0 & 1
\end{array}\right) .
$$

It follows that the representation $T(g)$ similarly factors:

$$
\begin{equation*}
T(g)=T(z) T(\delta) T(\zeta) \tag{2.8}
\end{equation*}
$$

Hence $T(g)$ is completely determined by the special transformations $T(z), T(\delta)$, and $T(\zeta)$, which are easily found.

In order to make the method practical for $G L(n, C)$, the calculation is embedded recursively into $G L(n+1, C)$. That is, one partitions the $(n+1) \times(n+1)$ matrix $g_{n+1}$ in the form:

$$
g_{n+1}=\left(\begin{array}{c:c}
n \times n & n \times 1  \tag{2.9}\\
\hdashline 1 \times n & 1 \times 1
\end{array}\right),
$$

and considers at each step the special matrices,

$$
\begin{align*}
& Z^{-}: Z=\left(\begin{array}{c:c}
1_{n \times n} & 0 \\
\hdashline z_{n} & 1
\end{array}\right),  \tag{2,10}\\
& Z^{+}: \zeta=\left(\begin{array}{c:c}
1_{n \times n} & \zeta_{n} \\
\hdashline 0 & 1
\end{array}\right), \tag{2.11}
\end{align*}
$$

and embeds $G_{n}$ in $G_{n+1}$ by the rule

$$
g_{n} \rightarrow\left(\begin{array}{l:r}
g_{n} & 0  \tag{2.12}\\
\hdashline 0 & 1
\end{array}\right) .
$$

One then puts $g_{n+1} \in G_{n+1}$ into the form ${ }^{22}$

$$
\begin{equation*}
g_{n+1}=\lambda z g_{n} \zeta \tag{2.13}
\end{equation*}
$$

where $\lambda=$ scalar, $z \in Z^{-}, g_{n} \in G_{n}, \zeta \in Z^{+}$.
The transformation $T\left(g_{n+1}\right)$ similarly factors:

$$
\begin{equation*}
T\left(g_{n+1}\right)=T(\lambda 1) T(z) T\left(g_{n}\right) T(\zeta) \tag{2.14}
\end{equation*}
$$

In Ref. 12, the explicit (but recursive) form for these special transformations $T(z)$ and $T(\zeta)$ are given. (We discuss these results further in Sec. IIF below.)

The method by which the boson polynomials are determined by boson operator techniques-as will be discussed in detail below-stands in marked contrast to the method of Gel'fand-Graev. The essential element in the boson approach is to employ a coupling law for the boson polynomials so that general polynomials are constructed from more elementary constituents. We may express the coupling law in the symbolic form:

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.15}\\
{[m]} \\
(m)
\end{array}\right)(A)=B\left(\begin{array}{c}
\cdot \\
{\left[m^{\prime}\right]} \\
\cdot
\end{array}\right)(A) \begin{array}{cc}
\langle W\rangle & \\
& \\
& \langle W\rangle
\end{array} \quad\left(\begin{array}{c}
\cdot \\
{\left[m^{\prime \prime}\right]} \\
\cdot
\end{array}\right)(A) .
$$

In this symbolic expression the $\langle W\rangle$ represents a Wigner coupling, the dots represent Gel'fand patterns which are summed over, and the $A$ represents the $n \times n$ boson matrix given in Eq. (2. 2).

The significant feature in this coupling approach is that the "group element" (represented by $A$ above) is quite arbitrary, but fixed; it is the irrep labels themselves which change. By contrast, the Gel'fand-Graev approach generalizes the admissible group elements, but fixes the irrep labels. Both procedures employ an embedding of $U(n-1)$ in $U(n)$ to achieve a recursive structure. In the boson approach this step utilizes the factorization lemma (see Sec. IIC below), and the fact that special polynomials in $U(n)$ are, in fact, $U(n-1)$ structures in their own right. That is, for $m_{n n}=0$,

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.16}\\
{[\max ]_{n-1}} \\
{[m]_{n}} \\
{[\max ]_{n-1}} \\
(m)
\end{array}\right)\left(A_{n}\right)=B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{\left[m_{1 n} \cdots m_{n-1 n}\right]} \\
(m)
\end{array}\right)\left(A_{n-1}\right)
$$

(Note that singular manifolds of lower dimension ${ }^{22}$ do not enter in the boson approach.)

It is one of the main purposes of the present paper to detail the construction of these boson polynomials, using boson operator coupling techniques. Such a procedure offers many advantages:
(a) The coefficients occurring in the polynomials are always identifiable in terms of Wigner coefficientshence the structural properties of the polynomials are always clearly in evidence;
(b) the polynomial nature of the functions is also clearly in evidence (this contrasts with the Gel'fandGraev approach where reciprocal powers of $\operatorname{det} A_{n-1}$ occur); and
(c) a variety of distinct expressions for the polynomials may be derived depending on how one chooses to effect the couplings.

We illustrate this latter point by constructing three different forms for the boson polynomials: a recursive $U_{n}: U_{n-1}$ form [Eq. (2.28)]; a completely explicit form built up from the totally symmetric monomials (Eq. (2.29)]; and a form similar in structure to the Cartan product form for $U(n)$ irreps [Eq. (2.47)].

## B. The totally symmetric boson polynomials B ([ $p 00$ ) )

Let us begin the development of the general boson polynomial by considering first a special class: the totally symmetric polynomials

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{\left[\begin{array}{c}
0
\end{array}\right]} \\
(m)
\end{array}\right)
$$

corresponding to the irrep labels [ $p 000$. This class serves as the "elementary constituents" for constructing one form of the general polynomial (see Sec. IID), but is also of interest in itself, in that it possesses an elegantly simple defining form, Eq. (2. 19), and interesting discrete symmetry properties.

The boson polynomials corresponding to the irrep labels [ $\left.\begin{array}{ll}p & \dot{0}\end{array}\right]$ are easily derived from the general product law ${ }^{7}$ :

$$
\begin{align*}
& B\left(\begin{array}{c}
\left(\mu^{\prime}\right) \\
{[m]} \\
(\mu)
\end{array}\right) \\
& \quad=\sum_{(m)\left(m^{\prime}\right)} B\left(\begin{array}{c}
(\mu) \\
{[m]} \\
(m)
\end{array}\right)(X) B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(A) B\left(\begin{array}{c}
\left(\mu^{\prime}\right) \\
{[m]} \\
\left(m^{\prime}\right)
\end{array}\right)(Y) \tag{2.17}
\end{align*}
$$

Here the tilde denotes matrix transposition; $X$ and $Y$ are arbitrary complex matrices.
We now specialize the labels in Eq. (2.17): take [ $m$ ] to be [ $p \mathrm{j} 0$ ] and choose $(\mu)=\left(\mu^{\prime}\right)=(\max )$. Then the lefthand side of Eq. (2.17) takes the form:

$$
B\left(\begin{array}{c}
(\max )  \tag{2.18}\\
{\left[\begin{array}{ll}
p & 0
\end{array}\right]} \\
(\max )
\end{array}\right)(\tilde{X} A Y)=\left(\sum_{i, j=1}^{n} x_{i}^{1} a_{i}^{j} y_{j}^{1}\right)^{p} .
$$

Expanding this expression by using the multinomial theorem, one easily identifies the terms occurring in the right-hand side of Eq. (2.17) (particularized to the special case under consideration). The result is expressed most elegantly in the following form:

$$
\begin{align*}
B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{\left[\begin{array}{c}
p
\end{array}\right]} \\
(m)
\end{array}\right)(A)= & {\left[\prod_{i=1}^{n}\left(W_{i}\right)!\left(W_{i}^{\prime}\right)!\right]^{1 / 2} } \\
& \times \sum_{[a i, j=1} \prod_{i}^{n}\left(a_{i}^{j}\right)^{\alpha j} /\left(\alpha_{i}^{j}\right)! \tag{2.19}
\end{align*}
$$

where [ $W$ ] and [ $W^{\prime}$ ] denote the weights of the lower and upper Gel'fand patterns, respectively, and $\boldsymbol{\alpha}$ denotes the following square matrix of nonnegative integers with constraints on the sums of the entries in the rows and columns:

$$
\begin{align*}
& \alpha \begin{array}{|cccc|}
\hline \alpha_{1}^{1} & \alpha_{1}^{2} & \cdots & \alpha_{1}^{n} \\
\alpha_{2}^{1} & \alpha_{2}^{2} & \cdots & \alpha_{2}^{n} \\
\vdots & & & W_{1} \\
\alpha_{n}^{1} & \alpha_{n}^{2} & \cdots & \alpha_{n}^{n}
\end{array}  \tag{2.20}\\
& W_{2} . \\
& W_{1}^{\prime} W_{2}^{\prime}
\end{align*} \quad W_{n}^{\prime}
$$

The symbols $W_{i}\left(W_{j}^{\prime}\right)$ written to the right of row $i$ (below column $j$ ) designate that the entries in row $i$ (column $j$ ) are constrained to add to $W_{i}\left(W_{j}^{\prime}\right)$. The sum over $\alpha$ in Eq. (2.19) is to be taken over all nonnegative integers $\alpha{ }_{2}^{j}$ (for $i, j=1,2, \ldots, n$ ) which satisfy these constraints. [The letter $W$ is used to accord with the fact that $W_{i}$ and $W_{j}^{\prime}$ are the weights of the patterns ( $m$ ) and ( $m^{\prime}$ ), respectively.]
It is clear that the summation over $\alpha$ in Eq.(2.19) involves redundant summation parameters, but there are compensations. For example, one sees that Eq. (2.19) makes quite transparent some of the discrete symmetry properties of these totally symmetric polynomials.

These symmetry properties can be described succinctly in the following manner. Let $\mathcal{P}$ denote a permutation $1 \rightarrow i_{1}, 2 \rightarrow i_{2}, \ldots, n \rightarrow i_{n}$, where ( $i_{1} i_{2} \ldots i_{n}$ ) is a rearrangement of $(12 \cdots n)$. Define the action of $\mathscr{P}$ on the matrix $A$ from the right by the rule

$$
\begin{equation*}
A \mathscr{P}=A^{\prime}=\left[A^{i_{1}} A^{i_{2}} \cdots A^{i_{n}}\right] \tag{2.21}
\end{equation*}
$$

where $A^{i}$ denotes the $i$ th column of $A$. Similarly, define the action of $\mathscr{P}$ on the matrix $A$ from the left by the rule

$$
\odot A=A^{\prime \prime}=\left[\begin{array}{c}
A_{i_{1}}  \tag{2.22}\\
A_{i_{2}} \\
\vdots \\
A_{i_{n}}
\end{array}\right],
$$

where $A_{i}$ denotes the $i$ th row of $A$.
The permutation $\mathcal{P}$ induces an action on the weights given by the rule: $[\mathcal{P} W]=\left[\begin{array}{llll}W_{i_{1}} & W_{i_{2}} & \cdots & W_{i_{n}}\end{array}\right]$.

Let us note now that for the irrep [ $p \dot{0}]$ the Gel'fand pattern ( $m$ ) is uniquely determined by the weight $W$. Accordingly, we may just as well denote these symmetric polynomials by the notation:

$$
D\left(\begin{array}{c}
{\left[W^{\prime}\right]}  \tag{2.23}\\
{[p} \\
\dot{0}]
\end{array}\right)(A)=B\binom{\left[m^{\prime}\right]}{[W]}\binom{0}{(m)}(A)
$$

The symmetry properties which are now obvious from Eq. (2.19) may be expressed in the following two results:

$$
\begin{align*}
& \left.D\binom{\left[W^{\prime}\right]}{[p}(A \mathcal{0}]\right)=D\left(\begin{array}{c}
{\left[\mathcal{P} W^{\prime}\right]} \\
{\left[\begin{array}{ll}
p & 0
\end{array}\right]} \\
{[W]}
\end{array}\right)(A),  \tag{2.24a}\\
& D\left(\begin{array}{c}
{\left[W^{\prime}\right]} \\
{[p} \\
{[W]}
\end{array}\right)(\odot A)=D\left(\begin{array}{c}
{\left[W^{\prime}\right]} \\
{[p} \\
{\left[\begin{array}{l} 
\\
\hline
\end{array}\right]} \\
{[\rho W]}
\end{array}\right)(A), \tag{2.24b}
\end{align*}
$$

for each $\mathcal{P} \in S_{n}$. To these symmetries we may also add the general transpositional symmetry which now assumes the form:

$$
D\left(\begin{array}{c}
{\left[W^{\prime}\right]}  \tag{2.24c}\\
{[p} \\
\dot{0}]
\end{array}\right)(\tilde{A})=D\binom{[W]}{[W]}\binom{\left[\begin{array}{l}
0
\end{array}\right]}{\left[W^{\prime}\right]}(A)
$$

We would like to emphasize once again the general validity of these results, Eqs. (2.19)-(2.24); in particular A may be replaced by an arbitrary complex matrix $Z$. Accordingly, these results apply to irreps $\left[\begin{array}{ll}p & 0\end{array}\right]$ of both $U(n)$ and $G L(n, C)$.

## C. A recursive definition of the general polynomial

Using the explicit form of the symmetric polynomials derived in Sec. IIB, above, it is quite easy to obtain a recursive definition for the general polynomial, using the coupling law approach. In particular, the following two special couplings lead almost immediately to the desired form:
Coupling form (a):
$\sum_{(\mu)(b)}\left\langle\binom{[m]}{(m)} \left\lvert\,\left\langle\begin{array}{c}(\gamma) \\ {[b} \\ (b)\end{array}\right)\right.\right\rangle\left|\binom{\left[m^{\prime}\right]_{n-1}}{(\mu)}\right\rangle$

$$
\times B\left(\begin{array}{c}
(0) \\
{\left[\begin{array}{cc}
b & 0
\end{array}\right]} \\
(b)
\end{array}\right)(A) B\left(\begin{array}{cc}
\left(m^{\prime}\right) \\
{\left[m^{\prime}\right]_{n-1}} & 0 \\
(\mu)
\end{array}\right)(A)
$$

$$
\left.\begin{array}{rl}
= & \left\langle\binom{[m]}{\left(m^{\prime}\right)}\right|\left\langle\begin{array}{c}
(\gamma) \\
{\left[\begin{array}{ll}
0 & 0
\end{array}\right]} \\
(0)
\end{array}\right)\left|\left(\begin{array}{cc}
{\left[m^{\prime}\right]_{n-1}} & 0 \\
\left(m^{\prime}\right) &
\end{array}\right)\right\rangle \\
& \times B\binom{\left[m^{\prime}\right)}{(m]} \tag{2.25a}
\end{array}\right)(A) ;
$$

Coupling form (b):

$$
\begin{align*}
& \left.\sum_{\left(\mu^{\prime}\right)(c)}\left\langle\left(\begin{array}{cc}
{\left[m^{\prime}\right]_{n-1}} & 0 \\
{[\max ]_{n-1}} & 0 \\
\left(m^{\prime}\right)
\end{array}\right)\right|\left(\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{[\max ]_{n-1}} \\
{\left[\begin{array}{cc}
c & 0
\end{array}\right]} \\
{[\max ]_{n-1}} \\
(c)
\end{array}\right) \right\rvert\,\binom{[\mu]_{n-1}}{\left.\left[\begin{array}{c} 
\\
{[\max ]_{n-1}} \\
\left(\mu^{\prime}\right)
\end{array}\right)\right\rangle} \\
& \times B\left(\begin{array}{c}
(c) \\
{[\max ]_{n-1}} \\
{[c} \\
{\left[\begin{array}{c}
0
\end{array}\right]_{n}} \\
(0)
\end{array}\right)(A) B\left(\begin{array}{c}
\left(\mu^{\prime}\right) \\
{[\max ]_{n-1}} \\
{[\mu]_{n-1}} \\
{[\max ]_{n-1}} \\
(\mu)
\end{array}\right)(A) \\
& =\left\langle\left(\begin{array}{cc}
{\left[m^{\prime}\right]_{n-1}} & 0 \\
(\mu) &
\end{array}\right)\right|\left\langle\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{[\max ]_{n-1}} \\
{[c} \\
{\left[\begin{array}{l}
0
\end{array}\right]_{n}} \\
(0)
\end{array}\right\rangle\left|\binom{[\mu]_{n-1}}{\left[\begin{array}{ll} 
& 0 \\
{[\max ]_{n-1}} \\
(\mu)
\end{array}\right.}\right\rangle \\
& \times B\left(\begin{array}{cc}
\left(m^{\prime}\right) & \\
{\left[m^{\prime}\right]_{n-1}} & 0 \\
(\mu)
\end{array}\right)(A) . \tag{2.25b}
\end{align*}
$$

The existence of these Wigner coefficient couplings used above follows from the significance of the boson polynomials, $B(\cdot)$, as the carrier space of the groups $U(n) \star U(n)$. Several features in these two equations, ( $2.25 \mathrm{a}, \mathrm{b}$ ), should be noted. Observe that it is the irrep labels [ $m$ ] and the Gel'fand patterns ( $m$ ) and ( $m^{\prime}$ ) which are specified (fixed) in Eq. (2.25a). All other labels appearing in this equation are either dummy summation patterns or are uniquely determined from $[m],(m)$, and $\left(m^{\prime}\right) .{ }^{23}$
\{Thus, $b$ is determined to be

$$
b=\sum_{i=1}^{n} m_{i n}-\sum_{i=1}^{n-1} m_{i, n-1}^{\prime}
$$

and the operator pattern $(\gamma)$ is uniquely determined by the $\Delta$ pattern

$$
\Delta(\gamma)=[m]-\left[\left[m^{\prime}\right]_{n-1} 0\right] .
$$

Also the Gel'fand pattern (b) is uniquely determined in terms of ( $\mu$ ) and ( $m$ ) by the weight

$$
W(b)=W(m)-W(\mu),
$$

so that the summation may, in fact, be considered to be only over the patterns ( $\mu$ ). Similar conventions apply to Eq. (2.25b) where in addition, the notation $[\max ]_{n-1}$ has been introduced to designate that the labels appearing in row $n-1$ of a particular pattern are chosen to be maximal.\}

The idea now is to substitute Eq. $(2.25 b)$ into Eq. (2.25a) after evaluating the Wigner coefficients appearing in the right-hand side of these equations. Observing that the couplings in the left-hand sides of these equations are in each case that of "kinematically independent" boson polynomials, it follows immediately that the two Wigner coefficients in Eqs. (2. 25a, b) have the following values, respectively:

$$
\begin{align*}
& {\left[\mathfrak{M}\left(\left[\begin{array}{ll}
b & \dot{0}
\end{array}\right]\right) \mathscr{M}\left(\left[m^{\prime}\right]_{n-1} 0\right) / \mathscr{M}([m])\right]^{1 / 2},}  \tag{2.26a}\\
& {\left[\mathscr{N}\left(\left[\begin{array}{ll}
c & \dot{0}
\end{array}\right]\right) \mathfrak{N}\left([\mu]_{n-1} 0\right) / \mathscr{N}\left(\left[m^{\prime}\right]_{n-1} 0\right)\right]^{1 / 2} .} \tag{2.26b}
\end{align*}
$$

Here $\mathfrak{M}([m])$ refers to the measure of the highest weight tableau, and is just the norm of the boson polynomial specified by the irrep labels [ $m$ ] [Cf. Ref. 16]. We also note that the $U(n)$ Wigner coefficient appearing in the left-hand side of Eq. (2.25b) is equal to the $U(n-1)$ Wigner coefficient obtained by deleting row $n$ throughout the $U(n)$ Wigner coefficient (and letting the two equal rows $n-1$ of the Wigner operator merge). This identity of a special $U(n)$ Wigner coefficient to a $U(n-1)$ Wigner coefficient is an easy consequence of the factorization lemma and the fact that

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.27}\\
{[\max ]_{n-1}} \\
{[m]_{n}} \\
{[\max ]_{n-1}} \\
(m)
\end{array}\right)\left(A_{n}\right)=B\left(\begin{array}{c} 
\\
\left(m^{\prime}\right) \\
{\left[m_{1 n} \cdots m_{n-1 n}\right]} \\
(m)
\end{array}\right)\left(A_{n-1}\right)
$$

for $m_{n n}=0$, where $A_{n}$ now designates the $n \times n$ array ( $a_{i}^{j}$ ) $, i, j=1,2, \ldots, n$, and $A_{n-1}$ designates the $n-1 \times$ $n-1$ array $\left(a_{i}^{j}\right) i, j=1,2 \ldots, n-1$.

Putting together all of these results, we obtain the following explicit recursive definition of the general boson polynomial ${ }^{11}$ :

$$
\begin{aligned}
& {[\mathscr{N}([m])]^{-1 / 2} B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)\left(A_{n}\right)} \\
& =\sum_{\left[\mu j_{n-1}\right.} \sum_{\substack{(b)(\mu) \\
\left(b^{\prime}\right)\left(\mu^{\prime}\right)}}\left\langle\binom{[m]}{(m)}\right|\left\langle\begin{array}{c}
(\gamma) \\
{\left[\begin{array}{c}
\dot{b} \\
(b)
\end{array}\right]}
\end{array}\right\rangle\left|\left(\begin{array}{c}
{\left[m^{\prime}\right]_{n-1}} \\
(\mu) \\
(\mu)
\end{array}\right)\right\rangle \\
& \times\left\langle\left.\left\langle\binom{\left[m^{\prime}\right]_{n-1}}{\left(m^{\prime}\right)}\right|\left\langle\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{\left[\begin{array}{c}
b^{\prime} \\
\left(b^{\prime}\right)
\end{array}\right]}
\end{array}\right\rangle \right\rvert\,\binom{[\mu]_{n-1}}{\left(\mu^{\prime}\right)}\right\rangle \\
& \times\left[b!\left(b^{\prime}\right)!\Re\left([\mu]_{n-1}\right)\right]^{-1 / 2} \\
& \times B\left(\begin{array}{c}
(0) \\
{\left[\begin{array}{c}
0 \\
0
\end{array}\right]} \\
(b)
\end{array}\right)\left(A_{n}\right) B\left(\begin{array}{c}
\left(b^{\prime}\right) \\
{\left[\begin{array}{c}
\max ]
\end{array}\right.} \\
{\left[\begin{array}{c}
b^{\prime} \\
(0)
\end{array}\right]}
\end{array}\right)\left(A_{n}\right) B\left(\begin{array}{c}
\left(\mu^{\prime}\right) \\
{[\mu]_{n-1}} \\
(\mu)
\end{array}\right) \underset{(2.28)}{\left(A_{n-1}\right) .}
\end{aligned}
$$

## D. The general boson polynomial in an explicity totally symmetric expansion

The object of this section is to combine the results of Secs. IB and IIC into an explicit formulation of the general boson polynomial as a sum over $\alpha$. We shall demonstrate the result:

$$
\begin{align*}
& B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(A)=\mathfrak{N}^{1 / 2}([m]) \sum_{[\alpha}\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(\alpha) \\
& \times \prod_{i . j=1}^{n}\left(a_{i}^{j}\right)^{\alpha \frac{j}{i} /\left[\left(\alpha_{i}^{j}\right)!\right]^{1 / 2}} \tag{2.29}
\end{align*}
$$

Clearly a form of this type must be valid, and it could be obtained by the direct iteration of Eq. (2.28). However, the simplest way to obtain the coefficients

$$
c\left(\begin{array}{l}
\left(m^{\prime}\right)  \tag{2.30}\\
{[m]} \\
(m)
\end{array}\right)(\alpha)
$$

is by appeal to the factorization lemma. Directly from Eq. (2.29), we obtain
$C\left(\begin{array}{c}\left(m^{\prime}\right) \\ {[m]} \\ (m)\end{array}\right)(\alpha)=$
$\left\langle\left.\left(\begin{array}{c}\left(m^{\prime}\right) \\ {[m]} \\ (m)\end{array}\right)\right|_{i=1} ^{n}\left[\left(W_{i}\right)!\right]^{-1 / 2} B_{B}\left(\begin{array}{c}\left(\alpha_{i}\right) \\ {\left[\begin{array}{c}W_{i}\end{array}\right.} \\ i\end{array}\right)(A)\right|\left(\begin{array}{c}(0) \\ \left.\left[\begin{array}{l}\dot{0}] \\ (0)\end{array}\right)\right\rangle, ~\end{array}\right\rangle$,
where $i$ denotes the Gel'fand pattern having weight $\left[0 \ldots 0 W_{i} 0 \ldots 0\right]\left(W_{i}\right.$ in position $i$ ), and ( $\alpha_{i}$ ) denotes the Gel'fand pattern (inverted)

In Eq. (2.31) we now use the factorization lemma in the form

$$
\left.B\left(\begin{array}{c}
\left(\alpha_{i}\right) \\
{\left[\begin{array}{c}
W_{i} \\
i
\end{array}\right]} \\
i
\end{array}\right)(A)=\operatorname{Ni}^{1 / 2}\left(\sum_{\Gamma}\left\langle\begin{array}{c}
(\Gamma) \\
{\left[\begin{array}{c}
W_{i} \\
i
\end{array}\right]}
\end{array}\right\rangle_{l}\left\langle\begin{array}{c}
(\Gamma) \\
{\left[\begin{array}{c}
W_{i} \\
i
\end{array}\right]} \\
\left(\alpha_{i}\right)
\end{array}\right\rangle{ }_{u}\right)_{(2.33)}\right) \pi^{-1 / 2}
$$

arranging the factors in the order $\left\langle\begin{array}{lll}W_{n} & 0\end{array}\right\rangle\left\langle\begin{array}{ll}W_{2} & \dot{0}\end{array}\right\rangle$ $\left\langle W_{1} \quad 0\right\rangle$. With this ordering only one term from each of the sums appears in the matrix element between the initial and final states appearing in Eq. (2.31), and hence we find:

$$
\begin{align*}
& C\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(\alpha)=\left[\mathscr{R}([m]) / \prod_{i=1}^{n}\left(W_{i}\right)!\right]^{1 / 2} \\
& \times\left\langle\binom{[m]}{\left(m^{\prime}\right)}\right|\left\langle\begin{array}{c}
\left(\Gamma_{n}\right) \\
{\left[\begin{array}{c}
W_{n} \\
0
\end{array}\right]} \\
\left(\alpha_{n}\right)
\end{array}\right\rangle \cdots\left\langle\begin{array}{c}
\left(\Gamma_{2}\right) \\
{\left[\begin{array}{c}
W_{2} \\
\left(\alpha_{2}\right)
\end{array}\right]}
\end{array}\right\rangle\left\langle\begin{array}{c}
\left(\Gamma_{1}\right) \\
{\left[\begin{array}{c}
W_{1} \\
\dot{0}]
\end{array}\right]} \\
\left(\alpha_{1}\right)
\end{array}\right\rangle\left|\begin{array}{c}
\end{array}\right\rangle \\
& \times\left\langle( [ \begin{array} { c } 
{ [ m ] } \\
{ ( m ) }
\end{array} ) | \langle \begin{array} { c } 
{ ( \Gamma _ { n } ) } \\
{ [ \begin{array} { c } 
{ W _ { n } } \\
{ \dot { 0 } ] }
\end{array} ] } \\
{ n }
\end{array} \rangle \cdots \langle \begin{array} { c } 
{ ( \Gamma _ { 2 } ) } \\
{ W _ { 2 } } \\
{ 2 }
\end{array} ) \rangle \langle \begin{array} { c } 
{ ( \Gamma _ { 1 } ) } \\
{ [ \begin{array} { c } 
{ W _ { 1 } } \\
{ 1 }
\end{array} ] }
\end{array} ] \rangle \left(\begin{array}{c}
(0)\rangle, ~
\end{array}\right.\right. \tag{2.34}
\end{align*}
$$

where $\left(\Gamma_{k}\right)$ is the operator pattern which is uniquely determined by the $\Delta$ pattern

$$
\begin{align*}
& {\left[\Delta\left(\Gamma_{k}\right)\right]=\left[m_{1 k} m_{2 k} \cdots m_{k k} \dot{0}\right]} \\
& \quad-\left[m_{1 k-1} m_{2 k-1} \cdots m_{k-1 k-1} \dot{0}\right] \tag{2.35}
\end{align*}
$$

We now assert that

$$
\left.\left.\left.\left.\begin{array}{rl}
\left\langle\binom{[m]}{(m)}\right|\left\langle\left[\begin{array}{c}
\left(\Gamma_{n}\right) \\
W_{n} \\
\dot{0}
\end{array}\right]\right.
\end{array}\right\rangle\right\rangle \cdots\left\langle\begin{array}{c}
\left(\Gamma_{1}\right) \\
W_{1}  \tag{2.36}\\
\dot{0}
\end{array}\right]\right\rangle|(0)\rangle\right)
$$

The proof is given in the paragraph following Eq. (2.41).
The final form of the coefficient appearing in Eq. (2.29) is thus given by

$$
\begin{align*}
& c\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(\alpha) \\
& \left.=\left\langle\binom{[m]}{\left(m^{\prime}\right)}\right|\left\langle\begin{array}{c}
\left(\Gamma_{n}\right) \\
{\left[\begin{array}{c}
W_{n} \\
\dot{0}]
\end{array}\right]} \\
\left(\alpha_{n}\right)
\end{array}\right\rangle \cdots\left\langle\begin{array}{c}
\left(\Gamma_{2}\right) \\
{\left[\begin{array}{c}
W_{2} \\
\left(\alpha_{2}\right)
\end{array}\right]}
\end{array}\right\rangle\left\langle\begin{array}{c}
\left(\Gamma_{1}\right) \\
{\left[\begin{array}{c}
W_{1} \\
\dot{0}
\end{array}\right]} \\
\left(\alpha_{1}\right)
\end{array}\right\rangle \right\rvert\, \begin{array}{c} 
\\
(0)\rangle .
\end{array} \tag{2.37}
\end{align*}
$$

Since only the (known) matrix elements of totally symmetric Wigner operators ${ }^{1,24,25}$ enter into this determination [Eq. 2.37)], we assert that the coefficient $C(\alpha)$ of (2.30) is thereby known explicitly.

Let us make the following definition pertaining to these coefficients

$$
C\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.38}\\
{[m]} \\
(m)
\end{array}\right)(\alpha) \equiv 0
$$

unless
(a) $[m]$ is a set of irrep labels of $U(n)$ for $m_{n n} \geqslant 0$, $(m)$ and ( $m^{\prime}$ ) are Gel'fand patterns;
(b) $\alpha$ is a square array of nonnegative integers ( $\alpha \frac{j}{i}$ ), $i, j=1,2, \ldots n$;
(c) the following relations hold between the Gel'fand patterns and the array ( $\alpha$ ):
$\sum_{j=1}^{n} \alpha j_{i}=W_{i}=\sum_{j=1}^{i} m_{j i}-\sum_{j=1}^{i-1} m_{j, i-1}, i=1,2, \ldots, n$,
$\sum_{i=1}^{n} \alpha_{i}^{j}=W_{j}^{\prime}=\sum_{i=1}^{j} m_{i j}^{\prime}-\sum_{i=1}^{j-1} m_{i, j-1}^{\prime}, j=1,2, \ldots, n$.
Thus, if $\left[m\right.$ ], $(m)$, and ( $m^{\prime}$ ) are specified, then the coefficient is zero unless $\alpha$ satisfies the constraints indicated in Eq. (2.20). On the other hand, if $\alpha$ is specified, then the coefficient is zero unless [ $m$ ] is a set of integers satisfying $m_{1 n} \geqslant m_{2 n} \geqslant \ldots \geqslant m_{n n} \geqslant 0$,

$$
\sum_{i=1}^{n} m_{i n}=\sum_{i, j=1}^{n} \alpha_{i}^{j},
$$

and ( $m$ ) and ( $m^{\prime}$ ) are Gel'fand patterns having weights given by

$$
W_{i}=\sum_{j=1}^{n} \alpha_{i}^{j}(i=1,2, \ldots, n), \text { and } W_{i}^{\prime}=\sum_{j=1}^{n} \alpha_{j}^{i},
$$

respectively.

Using now the fact ${ }^{3,21}$ that the set of boson polynomials, Eq. (2.1), corresponding to all partitions [ $m$ ] of an integer $k$ also span the space of polynomials homogeneous of degree $k$ in the $a_{i}^{j}(i, j=1,2 \ldots, n)$, we now deduce directly from Eq. (2.29) the following orthogonality relations:

$$
\begin{align*}
& \sum_{\alpha} C\left(\begin{array}{l}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(\alpha) C\left(\begin{array}{c}
\left(\mu^{\prime}\right) \\
{[\mu]} \\
(\mu)
\end{array}\right)(\alpha)=\delta_{[m][\mu]^{\delta}(m)(\mu) \delta_{\left(m^{\prime}\right)\left(\mu^{\prime}\right)},}  \tag{2.40a}\\
& \sum_{[m]} \sum_{(m)\left(m^{\prime}\right)} C\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(\alpha) C\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(\beta)=\delta_{(\alpha)(\beta)} . \tag{2.40b}
\end{align*}
$$

We also note that these coefficients satisfy the following symmetry relation in consequence of the transpositional symmetry of the boson polynomials ${ }^{7}$ :

$$
C\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.41}\\
{[m]} \\
(m)
\end{array}\right)(\tilde{\alpha})=C\left(\begin{array}{c}
(m) \\
{[m]} \\
\left(m^{\prime}\right)
\end{array}\right)(\alpha)
$$

The proof of Eq. (2.36) may now be given by the following argument: one can verify ${ }^{26}$ directly that the coefficient given by Eq. (2.37) satisfies Eq. (2. 40a). Using this result and Eq. (2.34), we now see that relation (2.36) must be correct, except possibly for a sign. [That the sign is also correct may be ascertained by direct expansion of the left-hand side (the intermediate states are uniquely determined, so that no summation is involved) using then the phase conventions of our earlier work to verify that the phase of each matrix element in the product is +1 .]

Several special cases of Eq. (2.37) are worthy of particular notice.
(1) For $n=2$, the coefficients may be expressed in the standard notation of angular momentum theory:

$$
\begin{array}{r}
C\left(\begin{array}{c}
j_{1}+j_{2}+m \\
j_{1}+j_{2}+j j_{1}+j_{2}-j \\
2 j_{1}
\end{array}\right)\left(\begin{array}{cc}
j_{1}+m_{1} & j_{1}-m_{1} \\
j_{2}+m_{2} & j_{2}-m_{2}
\end{array}\right) \\
=C \begin{array}{l}
j_{1} j_{2} j \\
m, m_{0} m
\end{array} \tag{2.42}
\end{array}
$$

The transpositional symmetry, Eq. (2.41), of these coefficients may then be used to obtain all the known symmetries ${ }^{27}$ of the $S U(2)$ Wigner coefficients entirely within the framework of $S U(2)$ as pointed by the Bincer. ${ }^{28}$ Let us also remark that the symmetries of Eqs. (2.24ac) and the symmetry of the representation matrices under complex conjugation already suffice to deduce the full seventy-two symmetries of the $3 j$ symbols directly from Wigner's original formulation. 29
(2) For $n=3$, we consider the special coefficient having $m_{13}=m_{23}=m_{33}=k=j_{1}+j_{2}+j$. This coefficient may also be expressed in the $j m$ notation of angular momentum theory:
$C\left(\begin{array}{c}k \\ k k \\ k k \\ k k \\ k\end{array}\right)\left(\begin{array}{cc}j_{1}+m_{1} & j_{1}-m_{1} \\ k\end{array}\right)\left(j_{1}+j_{2}+j, ~\left(m_{2} \quad j_{2}-m_{2} \quad j_{1}-j_{2}+j\right)\right.$

$$
=(-1)^{j_{1}-j_{2}+m}\left[\frac{2(k!)}{(2 j+1)(k+2)!}\right]^{1 / 2} C^{j_{1} j_{2} j} \begin{align*}
& m_{1} m_{2} m \tag{2.43}
\end{align*} .
$$

The derivation of this result follows straightforwardly from Eq. (2.37) upon using the subgroup reduction law and the expressions for the $U(3): U(2)$ reduced matrix elements given in Ref. 24. Since the left-hand side of Eq. (2.29) becomes $\left(a_{12}^{123}\right)^{k}$ for the special case under consideration [the measure factor is given by $\mathfrak{N}(k k k)=$ $k!(k+1)!(k+2)!/ 2]$, we see that Eq. (2.29) becomes just a boson interpretation of Regge's result ${ }^{27}$ from which the seventy-two symmetries of the $3 j$-symbol are obvious.

Before closing this subsection, we would like to note the connection of one of our results, Eq. (2.29), with combinatorial mathematics: Suppose we denote by $M\left(W, W^{\prime}\right)$ the number of square matrices $\alpha$ having specified row sum $W$ and specified column sum $W^{\prime}$ [See Eq. (2.20)], and by $K(m, W)$ the number of Gel'fand patterns having irrep labels $m=[m]$ and weight $W$. Then it is a direct consequence of the fact that the coefficients (2.30) are the elements of an orthogonal matrix, hence, a square matrix, that the following identity must hold:

$$
\begin{equation*}
M\left(W, W^{\prime}\right)=\sum_{m} K(m, W) K\left(m, W^{\prime}\right), \tag{2.44}
\end{equation*}
$$

where the sum is over all partitions $m$ of the positive integer

$$
N=\sum_{i=1}^{n} W_{i}=\sum_{i=1}^{n} W_{i}^{\prime}
$$

(The fact that the coefficients (2.30) are the elements of an orthogonal matrix is, of course, itself a consequence of the group property $U\left(n^{2}\right) \supset U(n) \times U(n)$ and the reduction of the totally symmetric irrep [ $N \dot{0}]$ of $U\left(n^{2}\right)$ into its $U(n) \times U(n)$ irreducible constituents as discussed in Refs. 3 and 21. Note further that if we sum Eq. (2.44) over all weights $W$ and $W^{\prime}$ which add to $N$, then we obtain precisely the relations between dimension formulas noted in Refs. 3 and 21.)

It is a remarkable result that Eq. (2.44) has a purely combinatorial proof. ${ }^{30}$ The relation is an immediate consequence of Knuth's algorithm ${ }^{31}$ which establishes (by a direct construction) the existence of a one-to-one correspondence between the set of matrices $\alpha$ having row sum $W$ and column sum $W^{\prime}$ and the set of ordered pairs of column-strict plane partitions ${ }^{32}$ of the same "shape" and "type" $W$ and $W^{\prime}$, respectively.

A column-strict plane partition of shape $m$ is just a Young tableau which has $m_{1 n}$ boxes in the first row, $m_{2 n}$ boxes in the second row, $\ldots, m_{n n}$ boxes in the $n$th row, which has been "filled in" in the usual way ${ }^{16}$ with the integers $1,2, \ldots, n$. Accordingly, the set of columnstrict plane partitions of shape $m$ is in one-to-one correspondence with the set of Gel'fand patterns having irrep labels $m=[m]$, i.e., with the set of triangular patterns

$$
\left\{\binom{[m]}{(m)}: \begin{array}{l}
(m) \text { is a lexical pattern, i.e., } \\
\text { satisfies the betweenness conditions }
\end{array}\right\}
$$

The "type" of a column-strict plane partition simply refers to the fact that $W_{1} 1$ 's, $W_{2} 2$ 's, $\ldots, W_{n} n$ 's appear in the Young tableau of shape $m$, that is, $W^{n}$ is just the weight of the Gel'fand pattern. Accordingly, there is also a one-to-one correspondence between the set of column-strict plane partitions of shape $m$ and type $W$
and the set of Gel'fand patterns having irrep labels $m$ and weight $W$.

Knuth's algorithm may now be restated in terms of the language of Gel'fand patterns: There exists a one-toone correspondence between the set of matrices $\alpha$ having row sum $W$ and column sum $W^{\prime}$ and the set of double Gel'fand patterns
$\left\{\left(\begin{array}{l}\left(m^{\prime}\right) \\ {[m]} \\ (m)\end{array}\right): \begin{array}{l}{[m] \text { is a partition of } N=\sum_{i=1}^{n} W_{i}=\sum_{i=1}^{n} W_{i}^{\prime},} \\ \left(m^{\prime}\right) \text { has weight } W^{\prime} .\end{array}\right\}$.
This result, of course, implies immediately that the matrix $C$ whose rows are enumerated by the matrices $\alpha$ of row sum $W$ and column sum $W^{\prime}$ and whose columns are enumerated by the double Gel'fand patterns of type (2.45) is a square matrix. Indeed, the Knuth algorithm may now be used to give an alternative proof of the reduction relation 3.21 between the totally symmetric irreps of $U\left(n^{2}\right)$ and the irreps of $U(n) \times U(n)$. (These relations, of course, still remain valid for the general linear group.)

## E. The general boson polynomial in a 'Cartan' decomposition

While the forms, Eqs. (2.28) and (2.29), are reasonably explicit (to the extent that one is able to write out the coefficients), neither of these forms reduces directly to

$$
B\left(\begin{array}{c}
(\max )  \tag{2.46}\\
{[m]} \\
(\max )
\end{array}\right)(A)=\prod_{k=1}^{n} \quad\left(a_{12}^{12} \cdots_{k}\right)^{m_{k n}-m_{k+1, n}}
$$

but rather to an expanded version of the right-hand side. One recognizes that Eq. (2.46) expresses the highest weight vector in $[m$ ] as a product of highest weight vectors of its elementary constituents: [ $\left.\dot{k}_{i} \dot{0}_{n-i}\right]$. Such an expression is familiar from the work of Cartan, and accordingly we seek to determine an explicit form for the general boson polynomial in the "Cartan" form.

A form which does reduce immediately to Eq. (2.46) is given by

$$
\begin{align*}
& B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)(A)=\sum_{\substack{\gamma_{1} \gamma_{2} \ldots \gamma_{n} \\
\gamma_{1}^{\prime} \gamma_{2}^{\prime} \ldots \gamma_{n}^{\prime}}} C\binom{[m]}{(m)}\left(\gamma_{1} \gamma_{2} \ldots \gamma_{n}\right) \\
& \left.\times C\binom{[m]}{\left(m^{\prime}\right)}\left(\gamma_{1}^{\prime} \gamma_{2}^{\prime} \cdots \gamma_{n}^{\prime}\right) B\left(\begin{array}{c}
\left(\gamma_{1}^{\prime}\right) \\
{\left[\begin{array}{ll}
k_{1} & \dot{0}]
\end{array}\right)(A) B\binom{\left(\gamma_{2}^{\prime}\right)}{\left(\gamma_{1}\right)}} \\
{\left[k_{2} k_{2}\right.} \\
\left(\gamma_{2}\right)
\end{array}\right]\right)(A) \\
& \times \cdots \times B\left(\begin{array}{c}
\left(\gamma_{n}^{\prime}\right) \\
{\left[k_{n} \cdots k_{n}\right]} \\
\left(\gamma_{n}\right)
\end{array}\right)(A), \tag{2.47a}
\end{align*}
$$

where
$C\binom{[m]}{(m)}\left(\gamma_{1} \gamma_{2} \cdots \gamma_{n}\right)=$
$\left\langle\left(\binom{[m]}{(m)}\left|\left\langle\begin{array}{c}(\max ) \\ \left.\left[\begin{array}{cc}k_{1} & \dot{0}] \\ \left(\gamma_{1}\right)\end{array}\right]\right\rangle\end{array}\right\rangle\left\langle\begin{array}{c}(\max ) \\ {\left[\begin{array}{c}k_{2} k_{2} \\ \left(\gamma_{2}\right)\end{array}\right.}\end{array}\right) \cdots\left(\begin{array}{c}(\max ) \\ {\left[k_{n} \cdots k_{n}\right]} \\ \left(\gamma_{n}\right)\end{array}\right)\right\rangle\binom{[\dot{0}]}{(0)}\right\rangle\right.$

$$
\begin{equation*}
k_{i}=m_{i n}-m_{i+1, n}, i=1,2, \cdots, n \tag{2.47c}
\end{equation*}
$$

[This form is established directly from the coupling law, Eq. (2.15). For symmetry of form, a sum over $\gamma_{n}$ and $\gamma_{n}^{\prime}$ is indicated in Eq. (2.47a), although these two Gel'fand patterns are, in fact, both maximal.]

The following two results are useful for giving Eq. (2.47a) a more explicit form:
$B\left(\begin{array}{c}(\max ) \\ {[k k \cdots k} \\ (\max )\end{array}\right)(A)=\left(\begin{array}{lll}a_{12}^{12} & \cdots & j \\ j\end{array}\right)^{k}$,
$B\left(\begin{array}{c}\left(\tilde{m}^{\prime}\right) \\ {\left[\begin{array}{cc}\dot{k} & 0\end{array}\right]} \\ (\tilde{m})\end{array}\right)(A)=(-1)^{\phi(m)-\phi\left(m^{\prime}\right)} B_{B}\left(\begin{array}{c}\left(m^{\prime}\right) \\ \left(\begin{array}{ll} & \dot{0}\end{array}\right] \\ (m)\end{array}\right)(C)$,
where $\phi(m)$ denotes the sum of all the entries in the Gel'fand pattern

$$
\binom{\left[\begin{array}{cc}
k & 0
\end{array}\right]}{(m)}
$$

$C$ denotes the cofactor matrix of $A$, i.e., the element in row $i$ and column $j$ of $C$ is given by $c_{i}^{j}=(-1)^{i-j} \times$ $a_{12}^{12 \cdots \hat{i} \cdots n}$, and, $\tilde{m}_{i j}=m_{1 n}-m_{j-i+1, j}$.
(The notation $12 \cdots \hat{i} \cdots n$ designates that $i$ is missing from the string of integers.)

For $n=3$, Eqs. (2.47) become fully explicit, i.e., all quantities entering into these equations are completely known. For arbitrary $n$ all quantities entering into Eqs. (2.47) are, of course, known in principle (in the sense that definite calculational procedures exist for determining the quantities).

## F. Relationship to the Gel'fand-Graev results

As we have discussed in Sec. IIA, Gel'fand and Graev determined $G L(n, C)$ irreps by the finding the special functions appropriate to their factorization of the group element: $g_{n+1}=\lambda z g_{n} \zeta$. It is not difficult now to determine the boson polynomials appropriate to the se specialized group elements used by Gel'fand and Graev.

The first particular result follows most easily from Eq. (2. 29):
$B\left(\begin{array}{c}\left(m^{\prime}\right) \\ {[m]} \\ (m)\end{array}\right)\left(\begin{array}{cccc}z_{1} & 0 & \cdots & 0 \\ 0 & z_{2} & \cdots & 0 \\ \vdots & & & \\ 0 & 0 & \cdots & z_{n}\end{array}\right)=\delta_{(m)\left(m^{\prime}\right)} \prod_{i=1}^{n}\left(z_{i}\right)^{W_{i}}$.
The second particular result follows most easily from Eq. (2.28): Define the matrix $z$ by

$$
z=\left(\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 0  \tag{2.51}\\
0 & 1 & \cdots & 0 & 0 \\
\vdots & & & & \\
0 & 0 & \cdots & 1 & 0 \\
z_{1} & z_{2} & \cdots & z_{n-1} & 1
\end{array}\right)
$$

Then
$B\left(\begin{array}{l}\left(m^{\prime}\right) \\ {[m]} \\ (m)\end{array}\right)(z)=B\left(\begin{array}{l}(m) \\ {[m]} \\ \left(m^{\prime}\right)\end{array}\right)(\bar{z})=\left[\frac{\mathfrak{T}\left([m]_{n}\right)}{b!\mathfrak{T}\left([m]_{n-1}\right.}\right] 1 / 2$

$$
\begin{align*}
& \times\left\langle\binom{[m]_{n}}{[m]_{n-1}}\right|\left[\begin{array}{c}
(\gamma) \\
{[b} \\
(0]_{n} \\
(0)
\end{array}\right]\left|\left(\begin{array}{c}
{\left[m i^{\prime}\right]_{n-1}} \\
{[m} \\
{[m]_{n-1}}
\end{array}\right)\right\rangle \\
& \times\left\langle\binom{\left[m^{\prime}\right]_{n-1}}{\left(m^{\prime}\right)}\right|\left\langle\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{\left[b^{\prime}\right.} \\
\dot{0}]_{n-1} \\
\left(b^{\prime}\right)
\end{array}\right)\left|\binom{[m]_{n-1}}{(m)}\right\rangle \\
& \times \prod_{i=1}^{n-1}\left(z_{i}\right)^{W_{i}^{\prime}-W_{i}} /\left[\left(W_{i}^{\prime}-W_{i}\right)!\right] 1 / 2 . \tag{2.52}
\end{align*}
$$

Specializing Eq. (2.52) still further by setting $z_{1}=z_{2}=$ $\cdots=z_{n-2}=0, z_{n-1}=t$, and noting that $z$ becomes $I+t e_{n, n-1}$, where $e_{i j}$ denotes a matrix unit, we obtain the following result:

$$
\begin{gathered}
B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)\left(I+t e_{n, n-1}\right)=B\left(\begin{array}{c}
(m) \\
{[m]} \\
\left(m^{\prime}\right)
\end{array}\right)\left(I+t e_{n-1, n}\right) \\
\quad=\delta_{(m)_{n-2}\left(m^{\prime}\right)_{n-2}}\left[\frac{\mathfrak{N}\left([m]_{n}\right.}{b!\left(b^{\prime}\right)!\mathfrak{N}\left([m]_{n-1}\right)}\right]^{1 / 2}
\end{gathered}
$$

$$
\begin{align*}
& \times\left\langle\binom{[m]_{n}}{[m]_{n-1}}\right|\left[\begin{array}{c}
(\gamma) \\
{\left[\begin{array}{cc}
0 & 0
\end{array}\right]_{n}} \\
(0)
\end{array}\right]\left|\binom{\left[m^{\prime}\right]_{n-1}}{[m]_{n-1}}\right\rangle \\
& \times\left\langle\binom{\left[m^{\prime}\right]_{n-1}}{[m]_{n-2}}\right|\left[\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{\left[\begin{array}{cc}
\prime & 0 \\
(0)
\end{array}\right]} \\
(0)
\end{array}\right]\left|\binom{[m]_{n-1}}{[m]_{n-2}}\right\rangle t^{b^{\prime}} . \tag{2.53}
\end{align*}
$$

The functions defined by Eq. (2.52) are the generalized beta functions introduced by Gel'fand and Graev. ${ }^{12}$ Note that these important coefficients, which they studied, appear in the present work automatically, in terms of the matrix elements of a totally symmetric Wigner operator in $U(n-1)$ and a very simple $U(n): U(n-1)$ projective operator. [We would like to emphasize that the coefficient appearing in Eq. (2.53) was actually calculated explicitly by Gel'fand and Graev. Hence, the explicit formula for the matrix elements of the totally symmetric $U(n)$ : $U(n-1)$ projective operators having minimal lower operator pattern is already contained in their result.]

The results given above suffice to determine the relation of the Gel'fand-Graev results to the present boson operator approach. For the convenience of the reader who wishes to explore this relationship in more detail let us note that these authors ${ }^{12}$ introduced a new basis, $|m\rangle^{\prime}$, for the state vector $|m\rangle$, employed in our work.」 The explicit relationship between these two bases is

$$
\begin{equation*}
|(m)\rangle^{\prime}=\left[\right]^{1 / 2}|(m)\rangle \tag{2.54}
\end{equation*}
$$

This change of basis is advantageous in that it removes all square root factors from the matrices of the generators. We will discuss the significance of this change of basis for Wigner operators in a future paper.

## G. Representations of the symmetric group as special cases of the boson polynomials

The representation theory of the unitary group, $U(n)$, necessarily contains as a special case the representation theory of the symmetric group; more importantly, there is, in fact, a deep interrelationship between these two groups, a subject which has been developed in detail in the monograph of Robinson. ${ }^{33}$ Our purpose in the present section is rather more modest: we wish only to demonstrate how our general results for $U(n)$ may be specialized to yield the Young-Yamanouchi real-orthogonal representations of the symmetric group $S_{n}$. Our result appears to be of mathematical interest, ${ }^{3}{ }^{n}$ since it is both completely explicit and in a form hitherto unobtained.

Let us begin by considering the Cayley $n \times n$ permutation representation of $S_{n}$. For this one lets $\mathcal{P}$ denote a permutation by the rule:

$$
\mathscr{P}=\left(\begin{array}{cccc}
1 & 2 & \cdots & n  \tag{2.55}\\
i_{1} & i_{2} & \cdots & i_{n}
\end{array}\right)
$$

Then the correspondence

$$
\begin{equation*}
\mathscr{P} \rightarrow\left[e_{i_{1}} e_{i_{2}} \cdots e_{i_{n}}\right] \equiv I_{\mathscr{Q}} \tag{2.56}
\end{equation*}
$$

-where $e_{i}$ denotes a unit column vector with 1 in row $i$
and zeroes elsewhere-is a representation of $S_{n}$ by $n \times n$ matrices.

Since the general boson polynomial admits of an arbitrary interpretation of the argument $A$ by an $n \times n$ indeterminate, it is a well-defined operation to replace $A$ by $I_{\mathscr{O}}$, in Eq. (2.29). One obtains

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)\left(I_{\mathscr{F}}\right)
$$

$=[\mathscr{M}([m])]^{1 / 2} \delta_{W_{1}^{\prime} W_{i_{1}}} \delta_{W_{2}^{\prime} W_{i_{2}}} \cdots \delta_{W_{n}^{\prime} W_{i_{n}}} C\left(\begin{array}{c}\left(m^{\prime}\right) \\ {[m]} \\ (m)\end{array}\right) \underset{(2.57)}{\left(\alpha_{\mathscr{P}}\right),}$
where $\alpha_{Q}$ denotes the $n \times n$ numerical array

$$
\begin{equation*}
\left(\alpha_{p}\right)=\left[W_{i_{1}} e_{i_{1}}, W_{i_{2}} e_{i_{2}}, \cdots, W_{i_{n}} e_{i_{n}}\right] \tag{2.58}
\end{equation*}
$$

Let us next specialize to representations having labels [ $m$ ] which are partitions of $n$, and at the same time restrict the two Gel'fand patterns ( $m$ ) and ( $m^{\prime}$ ) such that the weights $[W]=\left[W^{\prime}\right]=[\mathrm{i}]$. It follows at once from Eq. (2.57), that these special "boson polynomials" take the form:

$$
B\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.59}\\
{[m]} \\
(m)
\end{array}\right)\left(I_{\mathscr{F}}\right)=[\mathscr{N}([m])]^{1 / 2} C\left(\begin{array}{c}
\left.m^{\prime}\right) \\
{[m]} \\
(m)
\end{array}\right)\left(I_{\mathscr{Q}}\right) .
$$

It is useful to give a special notation to these objects; let us define

$$
D_{(m),\left(m^{\prime}\right)}^{[m]}(\mathcal{P})=B\left(\begin{array}{c}
\left(m^{\prime}\right)  \tag{2.60}\\
{[m]} \\
(m)
\end{array}\right)\left(I_{\mathscr{Q}}\right),
$$

and regard the Gel'fand patterns ( $m$ ) and ( $m^{\prime}$ ) as enumerating rows and columns, respectively, of the matrix $D^{[m]}(P)$. This matrix is indeed a unitary matrix representation of the group $S_{n}$, since for each $\mathscr{P} \in S_{n}$ we have the correspondence $\mathscr{Q}^{n} \rightarrow D^{[m]}(\mathcal{P})$, which is a representation because of (a) the multiplication properties proven earlier for the $B(\cdots)$, and (b) the multiplication properties of the $\left\{I_{\odot}\right\}$.

The general transpositional symmetry of the boson polynomials now implies that

$$
\begin{equation*}
D_{(m)\left(m^{\prime}\right)}^{[m]}(\mathcal{P}-1)=D_{\left(m^{\prime}\right)(m)}^{[m]}(\mathcal{P}) \tag{2.61}
\end{equation*}
$$

that is, these matrix representations are orthogonal, and hence real (since unitary by construction). That these representations are irreducible (for $S_{n}$ ) also follows from the construction, alternatively from the general results of Robinson ${ }^{33}$ (see also Moshinsky ${ }^{35}$ ).

Consider now the specific form taken by the matrix elements of these irreps. From Eq. (2.37) we obtain
$D_{(m),\left(m^{\prime}\right)}^{[m)}(\mathbb{P})=[n!/ \operatorname{dim}[m]]^{1 / 2}$
$\times\left\langle\left(\left[\begin{array}{c}{[m]} \\ (m)\end{array}\right)\left|\left\langle\begin{array}{c}\left(\gamma_{n}\right) \\ {\left[\begin{array}{ll}1 & \dot{0}] \\ i_{n}\end{array}\right\rangle}\end{array}\right\rangle \cdots\left\langle\begin{array}{c}\left(\gamma_{2}\right) \\ {\left[\begin{array}{ll}1 & \dot{0}]\end{array}\right.} \\ i_{2}\end{array}\right\rangle\left\langle\begin{array}{c}\left(\gamma_{1}\right) \\ {\left[\begin{array}{ll}1 & \dot{0}\end{array}\right]} \\ i_{1}\end{array}\right)\right| \begin{array}{c}{\left[\begin{array}{c}\dot{0}] \\ (0)\end{array}\right\rangle, ~, ~, ~, ~}\end{array}\right.\right.$
where
(a) the operator pattern $\left(\gamma_{k}\right)$ is uniquely determined by the associated $\Delta$ pattern

$$
\begin{align*}
{\left[\Delta\left(\gamma_{k}\right)\right]=} & {\left[m_{1 k}^{\prime} m_{2 k}^{\prime} \cdots m_{k k}^{\prime} 0 \cdots 0\right] } \\
& -\left[m_{1 k-1}^{\prime} m_{2 k-1}^{\prime} \cdots m_{k-1 k-1}^{\prime} 0 \cdots 0\right] \tag{2.63}
\end{align*}
$$

(b) the notation ( $\left[{ }_{1}{ }_{i} \dot{j}\right]$ ) denotes the unique Gel'fand pattern having the weight $[0 \ldots 010 \ldots 0]$, with the 1 appearing in the $i$ th place, and $\operatorname{dim}[m]$ denotes the dimension of irrep [ $m$ ] of $S_{n}$.
Note, in regard to item (a) above, that since

$$
\sum_{i=1}^{n} \Delta_{i n}\left(\gamma_{k}\right)=\sum_{i=1}^{k} m_{i k}^{\prime}-\sum_{i=1}^{k-1} m_{i, k-1}^{\prime}=1
$$

[that is, the Gel'fand pattern ( $m^{\prime}$ ) has weight $\left.[W]=[i]\right]$, each pattern $\Delta\left(\gamma_{k}\right)$ has the form $[0 \ldots 010 \ldots 0]$.

The result obtained in Eq. (2,62) for the specific matrix elements of the $S_{n}$ irrep $D^{[m]}(\mathcal{P})$ has some quite remarkable features:
(a) It is a completely explicit general result. Given the group element $\mathcal{P}$, the irrep label [ $m$ ], and the two patterns $(m),\left(m^{\prime}\right)$, one finds the associated number $D_{(m)}^{[m)}(m),(\mathcal{P})$ directly from the rules of the pattern calculus for the fundamental Wigner operators $\langle\mathbf{1} \dot{0}\rangle$.

The importance of this result lies in the fact that all three of the known irreps for the symmetric group [Young's normal form ${ }^{36}$ (characterized by integral matrix elements), Young's semi-
normal form ${ }^{37}$ (characterized by rational matrix elements), and the Young-Yamanouchi realorthogonal irreps ${ }^{33,37-40}$ ] are defined through recursive procedures.
(b) It is equivalent to the Young-Yamanouchi realorthogonal irreps. (For $n \leqslant 4$ we have verified that the equivalence is, in fact, an identity; the explicit matrix elements involve phase choices, hence, the identity of the two results cannot be asserted a priori.)
(c) The Gel'fand patterns ( $\gamma_{k}$ ) which enter into the construction of Eq. (2.62) are closely related to the Yamanouchi symbol, $Y$, which is itself associated with the Gel'fand pattern ( $m^{\prime}$ ). In order to make this point clear it is simplest to consider an example.

Take the Gel'fand pattern ( $m^{\prime}$ ) belonging to the $S_{6}$ irrep [321] to be
$\left(m^{\prime}\right)=\left(\begin{array}{ccccc}3 & 2 & 1 & 0 & 0 \\ 3 & 2 & 0 & 0 & 0 \\ 2 & 2 & 0 & 0 \\ 2 & 1 & 0 \\ 1 & 1 \\ 1 & \end{array}\right)$.
One may associate ${ }^{5}$ to the pattern ( $m^{\prime}$ ), in a unique, 1-1 fashion, the lexical Young tableau:


Replacing every number, $i$, in this tableau by the value of $7-i$, we obtain a new (inversely lexical) tableau:


The virtue of this new tableau is that the numbers $1, \ldots, 6$ now give an order in which the boxes may be removed to yield the subgroup reduction: $S_{6} \supset S_{5} \supset \ldots \supset S_{1}=E$. The Yamanouchi symbol, $Y$, is a sequence of numbers denoting the row from which these successive removals occur. In the example above one finds: $Y=$ (3, 1, 2, 1, 2, 1). Thus to each Gel'fand pattern $(i n)$ belonging to weight [i] , one may associate a Yamanouchi symbol; this was first pointed out by Moshinsky. ${ }^{35}$

We have already noted that for each $\Delta\left(\gamma_{k}\right)$ we have the form [ $0 . \ldots 010 \ldots 0$ ]; accordingly we may denote each $\Delta\left(\gamma_{k}\right)$ by an integer $j=1 \ldots n$, where $j$ denotes the position of the 1 associated with $\Delta\left(\gamma_{k}\right)$. It is not difficult to see that this mapping: $\left(\gamma_{k}\right) \rightarrow \Delta\left(\gamma_{k}\right) \rightarrow j_{k}$ associates to the sequence of patterns $\left(\gamma_{n}\right)\left(\gamma_{n-1}\right) \ldots\left(\gamma_{1}\right)$ a sequence of integers: $j_{n} j_{n-1} \ldots j_{1}$. This sequence is precisely the Yamanouchi symbol of ( $m^{\prime}$ ). Note that this occurrence of the Yamanouchi symbol is distinct from the correspondence ${ }^{35}:(m) \rightarrow Y$-which
is an equivalence of labels-since the $\left\{\left(\gamma_{k}\right)\right\} \rightarrow Y$ mapping expresses now a structural property. It is quite intriguing to find that the Yamanouchi symbol enters so directly into the structure of the matrix element; clearly the general result, Eq. (2.29), implies a corresponding generalization of these ideas.
(d) As Dr. de Vries has pointed out to us, the fact that the two (formally equivalent) labels ( $m$ ) and ( $m^{\prime}$ ) enter so unsymmetrically into the final formula, Eq. (2.62), is quite surprising and may indicate that other, more symmetric, formulas exist.

## III. GENERAL STRUCTURAL FORMS OF THE CANONICAL WIGNER OPERATORS

In this section, we develop expressions for the canonical Wigner operators in terms of sums of monomials in the fundamental Wigner operators. Our principal reason for presenting such expressions is to point out the structural similarities, as well as dissimilarities, existing between the relation of "boson polynomials" to
"fundamental bosons" and the relation of "canonical Wigner operators" to "fundamental Wigner operators."

It is quite remarkable that the totally symmetric Wigner operators may be expressed as a sum of monomials in the fundamental Wigner operators by using essentially the form (2.19) which expresses a totally symmetric boson polynomial in terms of the fundamental bosons $\left\{a j_{i}\right\}$. This striking analogy in structures between two quite dissimilar sets of objects may be traced to two properties of the fundamental Wigner operators:
(a) Any two fundamental Wigner operators having a common operator pattern commute, i.e.,

$$
\left[\left\langle\begin{array}{c}
\tau  \tag{3.1}\\
{\left[\begin{array}{c}
1 \\
\dot{0}
\end{array}\right]} \\
i
\end{array}\right\rangle,\left\langle\begin{array}{c}
\tau \\
{\left[\begin{array}{c}
1 \\
\dot{0}
\end{array}\right]} \\
j
\end{array}\right)\right]=0, i, j=1,2, \ldots n .
$$

(The nontrivial proof of this property is given in Appendix A).
(b) Under the following unitary mapping

$$
\left\langle\begin{array}{c}
\tau  \tag{3.2}\\
{\left[\begin{array}{c}
1 \\
i
\end{array}\right]} \\
i
\end{array}\right\rangle \rightarrow \sum_{j}\left\langle\begin{array}{c}
\tau \\
{\left[\begin{array}{c}
1 \\
j
\end{array}\right]}
\end{array}\right\rangle u_{j i}
$$

commuting sets are transformed into commuting sets.

Using these two properties, we can now prove the following relation:

$$
\begin{align*}
& \mathscr{G} \Delta\left\langle\begin{array}{l}
(\Gamma) \\
{\left[\begin{array}{ll}
p & \dot{0}] \\
(M)
\end{array}\right\rangle}
\end{array}\right\rangle=\left[\begin{array}{c}
n \\
\prod_{i=1}^{n}\left(\Delta_{i}\right)!\left(W_{i}\right)!
\end{array}\right] 1 / 2 \\
& \left.\times \sum_{\boxed{\Omega}} \prod_{i=1}^{n}\left\langle\begin{array}{c}
n \\
{\left[\begin{array}{ll}
1 & \dot{0}
\end{array}\right]} \\
i
\end{array}\right\rangle^{\alpha_{i}^{n}} \cdots \prod_{i=1}^{n}\left\langle\begin{array}{c}
2 \\
{\left[\begin{array}{c}
1 \\
i
\end{array}\right]}
\end{array}\right]\right\rangle^{\alpha_{i}^{2}} \\
& \times \prod_{i=1}^{n}\binom{1}{\left[\begin{array}{c}
1 \\
0
\end{array}\right]}^{\alpha_{i}^{1}} / \prod_{i, j=1}^{n}\left(\alpha_{i}^{j}\right)!, \tag{3.3}
\end{align*}
$$

where $g(\Delta)$ is an invariant operator. Note that the righthand side of this expression may be obtained from the right-hand side of Eq. (2.19) by first ordering the bosons and then making the mapping

$$
a_{i}^{j} \rightarrow\left\langle\begin{array}{c}
j \\
{\left[\begin{array}{ll}
1 & 0
\end{array}\right]} \\
i
\end{array}\right\rangle .
$$

Let us also note that the column and row sums in the matrix $\alpha$ are now specified to be $[\Delta]$ and $[W]$, respectively.

The proof of Eq. (3.3) is quite simple: One first notes that the operator on the right-hand side effects the shift $[m] \rightarrow[m]+[\Delta]$ on the irrep labels $[m]$ of an arbitrary state vector. One next notes that under the unitary transformation, Eq. (3.2), the right-hand side of Eq. (3.3) undergoes the transformation appropriate to an irreducible tensor operator labeled by irrep labels $\left[\begin{array}{cc}p & \dot{0}\end{array}\right]$. [This second property follows immediately from the corresponding property of the boson polynomials (Eq. 2.19) under the transformation $a_{i}^{k} \rightarrow \sum_{j=1}^{n} a_{j}^{k} u_{j i}$.]

Together these two properties assure that the right-hand side of Eq. (3.3) can differ from the totally symmetric Wigner operator

by at most a multiplicative invariant operator.
The eigenvalues $\mathscr{g}^{\Delta}([m]+[\Delta])$ of the invariant operator $g \Delta$ the number which appears in Eq. (3.3) when it acts on an arbitrary state vector having irrep labels $[m]\}$ can now be evaluated by setting $(m)=(0)$ and using the explicit matrix elements given in Ref. 24. The result of this calculation is

$$
\begin{align*}
& \mathfrak{G} \Delta([m]+[\Delta])= \\
& \left.\times \frac{\left[\frac{p!}{\prod_{i}\left(\Delta_{i}\right)!}\right]^{I / 2} D\left(\begin{array}{c}
{[\Delta]} \\
{[p} \\
0
\end{array}\right]}{}\right)([m]) \\
& \left\{D\left(\begin{array}{c}
{\left[\Delta_{n} \Delta(n)\right]} \\
{\left[\Delta_{n}\right.} \\
\dot{0}]
\end{array}\right) \cdots D\left(\begin{array}{cc}
{\left[\Delta_{2} \Delta(2)\right]} \\
{\left[\Delta_{2}\right.} & \dot{0}]
\end{array}\right) D\left(\begin{array}{cc}
{\left[\Delta_{1} \Delta(1)\right]} \\
{\left[\Delta_{1}\right.} & \dot{0}]
\end{array}\right)\right\}([m])  \tag{3.4}\\
& =\left[\begin{array}{c}
n \\
i>j=1
\end{array}\binom{p_{i n}-p_{j n}+\Delta_{i}}{\Delta_{j}} /\binom{p_{i n}-p_{j n}}{\Delta_{j}}\right]^{1 / 2},
\end{align*}
$$

where ( $\begin{aligned} & x \\ & a\end{aligned}$ ) denotes a binomial coefficient (defined for arbitrary variable $x$ and nonnegative integers $a$ ). [Note that $p_{i n}-p_{j n}<0$ in Eq. (3.4) for $i>j$ and one must use

$$
\binom{-x}{a}=(-1)^{a}\binom{x+a-1}{a}
$$

before writing the factors in terms of factorials.]
Equation (3.3) is now a fully explicit relation which may, in principle, be used to calculate all the totally symmetric Wigner coefficients (since the fundamental Wigner coefficients are known). It is, however, not very practical to calculate explicit matrix elements in this manner. Nonetheless, from the viewpoint of structure, Eq. (3.3) is interesting in that it exhibits a quite general object in terms of its elementary constituents.

It is evident from the above derivation of Eq. (3.3) that it is not necessary to collect together the commuting sets of operators in the order $n \ldots 21$. A similar form must hold for each order $\tau=\left(\tau_{1} \tau_{2} \ldots \tau_{n}\right)$, where $\tau$ is any permutation belonging to $S_{n}$ :

$$
\begin{align*}
& \cdots \prod_{i=1}^{n}\left\langle\begin{array}{c}
\tau_{n} \\
{\left[\begin{array}{c}
1 \\
0
\end{array}\right]} \\
i
\end{array}\right\rangle^{\alpha_{i}^{\tau_{n}}} / \prod_{i, j=1}^{n}\left(\alpha_{i}^{j}\right)!. \tag{3.5}
\end{align*}
$$

The eigenvalue of the invariant operator is now determined to be

$$
\begin{align*}
& \mathscr{F}_{\tau}^{\Delta}([m]+[\Delta]) \\
& \quad=\left[\prod_{i<j=1}^{n}\binom{p_{\tau_{i} n}-p_{\tau_{j} n}+\Delta_{\tau_{i}}}{\Delta_{\tau_{j}}} /\binom{p_{\tau_{i} n}-p_{\tau_{j} n}}{\Delta_{\tau_{j}}}\right]^{1 / 2} \tag{3.6}
\end{align*}
$$

It is interesting to note that, depending on which order $\tau$ one chooses, the matrix elements of the right-hand side of Eq. (3.5) will have very different appearances. Thus, Eq. (3.5) leads to a variety of different summation expressions representing the same Wigner coefficient. In particular, we point out that for $n=2$ the ordering $\left(\tau_{1} \tau_{2}\right)=(12)$ leads directly to Racah's form ${ }^{41}$ of the $S U(2)$ Wigner coefficients. [Using the pattern calculus rules, the evaluation of the matrix elements of the string of Wigner operators appearing in Eq. (3.6) for $n=2$ is quite easy.]

The form (3.5) exhibits clearly that the structure of the totally symmetric Wigner operators is essentially just that of the irrep functions themselves where the domain of definition of these functions is now the set of $n^{2}$ fundamental Wigner operators. Observe, in particular, that whenever ( $\Gamma$ ) is an extremal pattern, i.e., the $\Delta$ pattern is a permutation of the irrep labels $\left[\begin{array}{cc}p & 0\end{array}\right]$, then in consequence of the fact that only commuting Wigner operators enter into the right-hand side of Eq. (3.5), the Wigner operator is precisely the corresponding irrep function defined on the fundamental Wigner operators.

We next consider briefly the results of applying the preceding analysis to the general Eq. (2.29). The bosons appearing in right-hand side of this expression are first ordered into sets having a common superscript, followed by the substitution

$$
a_{i}^{j} \rightarrow\left\langle\begin{array}{c}
j \\
{\left[\begin{array}{ll}
1 & \dot{0}
\end{array}\right]} \\
i
\end{array}\right\rangle
$$

(For notational convenience, we also change all lower case $m^{\prime}$ s to upper case $M^{\prime} s$.) The conclusion that the resulting operator is an irreducible tensor operator characterized by the Gel'fand pattern
$\binom{[M]}{(M)}$
goes through just as before, as does the shift property $[m] \rightarrow[m]+[\Delta]$. However, because there are-in general-several canonical Wigner operators possessing this shift property, one can only infer the following general form:
where the

$$
g_{\tau}\left(\begin{array}{l}
\left(\Gamma^{\prime}\right)  \tag{3.8}\\
{[M]} \\
(\Gamma)
\end{array}\right)
$$

denote invariant operators, and the sum is over all operator patterns ( $\Gamma^{\prime}$ ) which belong to the multiplicity set determined by the $\Delta$ pattern of ( $\Gamma$ ).

A knowledge of the invariants (3.8) (for any specified $\tau$ ) would constitute the solution to the construction of the canonical Wigner operators (assuming that the set of equations (3.7) corresponding to the various operator patterns ( $\Gamma$ ) is invertible). We can relate the eigenvalues of these invariants to a certain Wigner coefficient in the case of the ordering $\tau=(n \ldots 21)$. Our method for obtaining this result constitutes a rederivation of Eq. (3.7) [for $\tau=(n \ldots 21)]$ directly from the factorization lemma (illustrating once more the power of this lemma for obtaining abstract results). We sketch the technique. Using
$B\left(\begin{array}{l}\left(M^{\prime}\right) \\ {[M]} \\ (M)\end{array}\right)(A)=\mathfrak{M} 1 / 2 \sum_{\Gamma}\left\langle\begin{array}{l}(\Gamma) \\ {[M]} \\ (M)\end{array}\right\rangle_{l}\left\langle\begin{array}{l}(\Gamma) \\ {[M]} \\ \left(M^{\prime}\right)\end{array}\right\rangle_{u} \pi^{(-1 / 2}$
in the left-hand side of Eq. (2.29) (after a suitable change of notation) and

$$
a_{i}^{j}=\mathbb{K}^{1 / 2} \sum_{\tau=1}^{n}\left\langle\begin{array}{c}
\tau  \tag{3.10}\\
{\left[\begin{array}{cc}
1 & 0
\end{array}\right]} \\
i
\end{array}\right\rangle_{\imath}\left\langle\begin{array}{c}
\tau \\
{\left[\begin{array}{ll}
1 & 0
\end{array}\right]}
\end{array}\right\rangle_{u} \mathbb{K}^{-1 / 2}
$$

in the right-hand side, we obtain the following identity:

$$
\sum_{(\Gamma)}\left\langle\begin{array}{l}
(\Gamma) \\
{\left[M^{-}\right]} \\
(M)
\end{array}\right\rangle_{l}\left\langle\begin{array}{l}
(\Gamma) \\
{[M]}
\end{array}\right\rangle_{u}
$$

$$
=\operatorname{Mi}^{1 / 2}([M]) \sum_{\frac{\alpha}{\mid c}} C\left(\begin{array}{c}
\left(M^{\prime}\right) \\
{[M]} \\
(M)
\end{array}\right)(\alpha) /\left[\begin{array}{l}
\prod_{i . j}\left(\alpha_{i}^{j}\right)! \\
1 / 2
\end{array}\right]
$$

$$
\times \prod_{i, j=1}^{n}\left(\sum_{\tau=1}^{n}\left\langle\begin{array}{c}
\tau  \tag{3.11}\\
{\left[\begin{array}{l}
1 \\
i
\end{array}\right]}
\end{array}\right\rangle_{l}\left\langle\begin{array}{c}
\tau \\
{\left[\begin{array}{ll}
1 & \dot{0}
\end{array}\right]} \\
j
\end{array}\right\rangle_{u}\right)^{\alpha j}
$$

$$
\begin{aligned}
& \sum_{\left(\Gamma^{\prime}\right)} g_{\tau}\left(\begin{array}{c}
\left(\Gamma^{\prime}\right) \\
{[M]} \\
(\Gamma)
\end{array}\right)\left(\begin{array}{l}
\left(\Gamma^{\prime}\right) \\
{[M]} \\
(M)
\end{array}\right) \\
& =[\operatorname{Mr}([M])]^{1 / 2} \sum_{\alpha} C\left(\begin{array}{c}
(\Gamma) \\
{[M]} \\
(M)
\end{array}\right)(\alpha) /\left[\begin{array}{c}
n \\
\prod_{i, j=1}^{n} \\
\\
\\
\left(\alpha_{i}^{j}\right)!
\end{array}\right] 1 / 2
\end{aligned}
$$

In the next step, we order the fundamental Wigner operator factors in Eq. (3.11) according to the value of $j$ in the following manner:
(all $j=n$ terms) . . (all $j=2$ terms) (all $j=1$ terms).
Now we take matrix elements between the states

$$
\left\langle\left(\begin{array}{c}
(\max )  \tag{3.12}\\
{[m]+[\Delta]} \\
\left(m^{\prime}\right)
\end{array}\right)\right| \cdots\left|\left(\begin{array}{c|c}
(\max ) \\
{[m]} \\
(m)
\end{array}\right)\right\rangle
$$

One readily sees that only matrix elements of the maximal type arise for the "upper" fundamental Wigner operators, i.e., all intermediate states which arise from the "upper space" are again maximal. Using repeatedly (for various initial labels $[m]$ ) the relation

we obtain from Eq. (3.11) a matrix element relation which is just the statement of the abstract relation (3.7). Now, however, we also obtain the following additional relation for the eigenvalue of the invariant (3.8) in the case $\tau=(n \ldots 21)$ :

$$
\begin{align*}
& \mathscr{G}_{(n \ldots 21)}\left(\begin{array}{c}
\left(\Gamma^{\prime}\right) \\
{[M]} \\
(\Gamma)
\end{array}\right)([m]+[\Delta]) \\
&= {\left[\prod_{i<j=1}^{n} \frac{\left(p_{i n}-p_{j n}+\Delta_{i}\right)}{\left(p_{i n}-p_{j n}+\Delta_{i}-\Delta_{j}\right)}\right]^{1 / 2} }  \tag{3.14}\\
& \times\left\langle\binom{[m]+[\Delta]}{(\max )}\right|\left\langle\begin{array}{c}
\left(\Gamma^{\prime}\right) \\
{[M]} \\
(\Gamma)
\end{array}\right)\left|\binom{[m]}{(\max )}\right\rangle
\end{align*}
$$

Equation (3.14) expresses the unknown invariants in Eq. (3.7) for the ordering $\tau=(n \ldots 21)$ in terms of the matrix elements of a Wigner operator between maximal states. 42 These latter matrix elements are, of course, unknown in the general case, but Eqs. (3.7) and (3.14) do demonstrate clearly that the canonical determination of these particular matrix elements would constitute a complete solution to the problem of constructing the general canonical Wigner operators. (This important structural property of the factorization lemma has been emphasized repeatedly, and it is not surprising that it reappears in the context above.)

In practice it has thus far proved difficult to use Eqs. (3.7) and (3.14) as a direct method for obtaining explicit results. Even in the case of $U(3)$, where the canonical splitting of the multiplicity is known completely, there appears to be no correspondingly simple structure to the matrix elements (3.14)

In contrast to the similarity in form between Eqs. (2.19) and (3.3), the forms of the left-hand sides of Eqs. (2.29) and (3.7) have quite different appearances. This distinction arises because of the intrinsically different
character of Gel'fand versus operator patterns. This difference, in turn, may be attributed directly to the lack of a "subgroup law" for relating operator patterns in a Racah operator (the objects which are used to couple operator patterns). For totally symmetric operators, we have a one-to-one correspondence between operator patterns and $\Delta$ patterns; hence, a subgroup-like law always prevails. In the general case, however, we have a many-to-one correspondence between operator patterns and $\Delta$ patterns; the further lack of a subgroup significance for the entries in the operator pattern now admits the construction of objects (Wigner operators) more general than structures which are isomorphic to the boson polynomials. The appearance of the invariants in the left-hand side of Eq. $(3.7)$ may be considered to be a consequence of these general structural distinctions between Gel'fand and operator patterns. Our principal reason for presenting Eq. (3.7) has been to emphasize these distinctions.

## IV. THE RELATIONSHIP BETWEEN THE EXTENDED PROJECTIVE OPERATORS AND THE RACAH FUNCTIONS

It is our purpose in the present section to demonstrate that there exists a close structural relationship between two types of objects in the Racah-Wigner calculus ${ }^{8}$ : the extended projective operators and the Racah invariants-despite the fact that these two structures entered the calculus in very different ways. This relationship is particularly close for $U(2)$-the two objects prove in fact to be identical-and one obtains in this case new insight into the structure of the Racah function of angular momentum theory.

Let us briefly recall the way in which the extended projective operators were introduced. 8 The projective operators themselves are the Wigner operators of $U(n)$ projected onto the $U(n-1)$ subgroup; accordingly, the projective operators evaluated on $U(n): U(n-1)$ states become functions evaluated on the variables
$\left(m_{1 n}, m_{2 n}, \ldots m_{n n} ; m_{1, n-1}, \ldots, m_{n-1, n-1}\right)$. The pattern calculus evaluates the elementary projective operators by the pattern calculus rules associated with the pattern:

each dot being associated with a partial hook, $p_{i j} \equiv$ $m_{i j}+j-i$.

It was observed that the pattern calculus rules were meaningful if applied to an "extended" pattern where each row had $n$ dots. (This introduced an additional parameter $m_{n, n-1}$.) In this way one defines extended projective operators, initially for elementary irrep labels of the form [ $\dot{1}_{k} \dot{0}_{n-k}$ ], and then generalizes (by Racah coupling) to all irrep labels.

Clearly this introduction of extended operators is completely ad hoc; why should one expect such a concept to be of any use? The answer lies in the way that the projective operators of $U(n)$ contain the projective operators of all lower subgroups $U(k), k<n$, very much in the manner of "nested Chinese boxes": under the two limit operators: first, lim: $m_{n, n} \rightarrow-\infty$, followed by lim: $m_{n-1, n-1} \rightarrow-\infty$ the projective operators of $U(n)$ : $U(n-1)$ go over into projective operators of $U(n-1)$ : $U(n-2$ ). (In terms of patterns, this is just the removal of the last pair of dots.)

The motivation behind the extended projective operators is now clear: They are functions defined by a
single limit ( $m_{n n} \rightarrow-\infty$ ), and are to be "intermediate" in the set of "nested" projective operators. The fact that the $U(2)$ extended projective operators turn out to be Racah functions is remarkable-even though qualitatively this is just what might have been suspected (or hoped!) from the known limit relations between Racah and Wigner coefficients ${ }^{43,44}$ in $U(2)$.

We will now demonstrate this identity, explicitly for the $U(2)$ case, but in a manner general enough to encompass the $U(n)$ case subsequently. As mentioned earlier, the definition of the extended projective operators is first given for the set of elementary irreps, and then extended to all irreps by the (symbolic) coupling law:

$$
\left[\begin{array}{c}
(\Gamma)  \tag{4.1}\\
{[M]} \\
\left(\Gamma^{\prime}\right)
\end{array}\right]_{\mathrm{ext}}=\left[\begin{array}{c}
\cdot \\
{[a]} \\
\cdot
\end{array}\right]_{\mathrm{ext}}\left\{\begin{array}{r}
\{R\} \\
\{R\}
\end{array}\left[\begin{array}{c}
\cdot \\
{[b]} \\
\cdot
\end{array}\right]_{\mathrm{ext}} .\right.
$$

Equation (4.1) denotes the Racah coupling of operator patterns in both upper and lower operator space of the two extended operators on the right-hand side. (The dots signify operator patterns summed over in the Racah coupling.)

The symbolic coupling of Eq. (4.1) corresponds to the following fully explicit form ${ }^{45}$ :

$$
\left.\begin{array}{rl}
\left\langle\binom{[x]+[\Delta]}{[y]+\left[\Delta^{\prime}\right]}\right|\left[\begin{array}{l}
(\Gamma) \\
{[M]} \\
\left(\Gamma^{\prime}\right)
\end{array}\right] \text { ext }
\end{array}\left|\binom{[x]}{[y]}\right\rangle\right)
$$

The symbolic coupling law of Eq. (4.1) is reminiscent of a similar coupling law for Racah functions. To obtain this coupling law let us begin with a familiar identity for the Racah coefficients ${ }^{43,44}$
$W(a \alpha b \beta ; c \gamma) W\left(a^{\prime} \alpha b^{\prime} \beta ; c^{\prime} \gamma\right)$

$$
\begin{align*}
= & \sum_{\lambda}(2 \lambda+1) W\left(a^{\prime} \lambda \alpha c ; a c^{\prime}\right) \\
& \times W\left(b \lambda \beta c^{\prime} ; b^{\prime} c\right) \\
& \times W\left(a^{\prime} \lambda \gamma b ; a b^{\prime}\right) \tag{4.3}
\end{align*}
$$

Using the orthonormality of the Racah functions, we may transfer one of the two $W^{\prime}$ s on the left-hand side to the right-hand side. This yields
$W(a \alpha b b ; c \gamma)=\sum_{\lambda, b^{\prime}}(2 \lambda+1)(2 \alpha+1)\left(2 b^{\prime}+1\right)$

$$
\begin{align*}
& \times W\left(a^{\prime} \alpha b^{\prime} \beta ; c^{\prime} \gamma\right) \\
& \times W\left(a^{\prime} \lambda \alpha c ; a c^{\prime}\right) \\
& \times W\left(b \lambda \beta c^{\prime} ; b^{\prime} c\right) \\
& \times W\left(a^{\prime} \lambda \gamma b ; a b^{\prime}\right) . \tag{4.4}
\end{align*}
$$

The content of the explicit coupling law given in Eq. (4.4) is much more easily grasped in a symbolic form emphasizing the coupling aspects. Let us introduce the operator pattern notation for Racah coefficients which emphasizes couplings ${ }^{9}$ :
$\left\{\left(\begin{array}{cc}c_{1} & c_{2} \\ \rho_{1}+\sigma_{1}\end{array}\right)\left(\begin{array}{c}c_{1}-b_{1} \\ a_{1} \\ \rho_{1}\end{array}\right)\left(\begin{array}{cc}a_{1} & b_{2} \\ \sigma_{1}\end{array}\right)\right\}\left(\begin{array}{ll}m_{1} & m_{2}\end{array}\right)$
$=[(2 c+1)(2 j-2 \rho+1)]^{1 / 2} W(j-\rho-\sigma, b, j, a ; j-\rho, c)$,
where $j=\frac{1}{2}\left(m_{1}-m_{2}\right), a=\frac{1}{2}\left(a_{1}-a_{2}\right), b=\frac{1}{2}\left(b_{1}-b_{2}\right)$, $c=\frac{1}{2}\left(c_{1}-c_{2}\right), \sigma=\sigma_{1}-\frac{1}{2}\left(b_{1}+b_{2}\right), \rho=\rho_{1}-\frac{1}{2}\left(a_{1}+a_{2}\right)$, and $c_{1}+c_{2}=a_{1}+a_{2}+\dot{b}_{1}+b_{2}$. With this notation Eq. (4.4) becomes
$\left\{\binom{e}{\epsilon}\left(\begin{array}{l}\delta^{\prime \prime} \\ d \\ \delta\end{array}\right)\binom{c}{\tau}\right\}(m)$

$$
\begin{align*}
& \left.=\sum_{p^{\prime} \sigma^{\prime}}\left\{\binom{a}{\sigma^{\prime \prime}}\left(\begin{array}{l}
\rho^{\prime \prime} \\
a \\
\rho^{\prime}
\end{array}\right)\binom{b}{\sigma^{\prime}}\right\}\left(\begin{array}{l}
(e)
\end{array}\right)\binom{d}{\delta}\left(\begin{array}{l}
\rho^{\prime \prime} \\
a \\
\rho
\end{array}\right)\binom{b}{\sigma}\right\}(m) \\
& \left.\times \sum_{\delta^{\prime}}^{\prime}\binom{e}{\epsilon}\left(\begin{array}{l}
\rho^{\prime} \\
a \\
\rho
\end{array}\right)\binom{c+\Delta\left(\sigma^{\prime}\right)}{\delta^{\prime}}\right\}(m) \\
& \times\left\{\binom{c+\Delta\left(\sigma^{\prime}\right)}{\delta^{\prime}}\left(\begin{array}{l}
\sigma^{\prime} \\
b \\
\sigma
\end{array}\right)\binom{c}{\tau}(m-\Delta(\rho)),\right. \tag{4.6}
\end{align*}
$$

where, for example,

$$
\binom{e}{\epsilon}=\left(\begin{array}{cc}
e_{1} & e_{2} \\
\epsilon
\end{array}\right)
$$

For $S U(2)$ the summation over $\delta^{\prime}$ is redundant in Eq.(4.6) but has been included so that this equation becomes the correct relation between $U(n)$ Racah coefficients. 9

It will be observed that the recursion relation for $U(2)$ extended projective coefficients Eq. (4.2) and the Racah coefficients Eq. (4.6) are very similar. Indeed, under the proper correspondence, they become exactly the same [cf. Eq. (4.16) for $n=2$ ]. Thus, it will follow that the coefficients themselves are identical if they agree for the fundamental operators.

To establish this latter point it is only necessary to make a direct comparison. Consider, for example, the Racah coefficient $W\left(a, b, e+\frac{1}{2}, \frac{1}{2} ; e, b-\frac{1}{2}\right)$. From standard tables, one finds the explicit algebraic form:

$$
\begin{align*}
& {[(2 e+1)(2 b)]^{1 / 2} W\left(a, b, e+\frac{1}{2}, \frac{1}{2} ; e, b-\frac{1}{2}\right)} \\
& \quad=(-)\left[\frac{(a+b-e)(a+e+1-b)}{(2 e+2)(2 b+1)}\right]^{1 / 2} . \tag{4.7}
\end{align*}
$$

Next consider the extended projective operator denoted by

$$
\left[\begin{array}{c}
0 \\
1
\end{array} \quad 0\right.
$$

We will evaluate this operator on the (extended) Gel' fand pattern

$$
\left(\begin{array}{ccc}
m_{12} & & m_{22} \\
\\
& m_{11} & \\
& m_{21}
\end{array}\right)
$$

by using the pattern calculus rules. These labels are assigned to the dots of the pattern calculus rules according to

$$
\bullet-\begin{array}{r}
m_{12}+1 m_{22} \\
m_{11} \quad m_{21}-1
\end{array}
$$

Next we note that the operator

$$
\left[\begin{array}{ll}
0 \\
1 & 0 \\
1
\end{array}\right] \text { ext }
$$

corresponds to the shift pattern $\Delta=[01], \Delta^{\prime}=[10]$, and hence we get the arrow pattern


The two arrows between rows imply the numerator factor:

$$
\begin{equation*}
N^{2}=\left|\left[m_{11}+1-\left(m_{12}+1\right)\right]\left[m_{22}-\left(m_{21}-1\right)\right]\right| \tag{4.8}
\end{equation*}
$$

The two arrows within rows imply the denominator factor:
$D^{2}=\left|\left[m_{12}-\left(m_{12}+1\right)\right]\left[m_{11}+1-\left(m_{21}-1\right)\right]\right|$.

Using the sign taken from the pattern calculus rules (a minus sign in the present example) we get the result:

$$
\begin{align*}
& {\left[\begin{array}{ll}
0 \\
1 & 0 \\
1
\end{array}\right]\left(\begin{array}{cc}
m_{12} & m_{22} \\
m_{11} & m_{21}
\end{array}\right)} \\
& \quad=(-)\left[\frac{\left(m_{12}-m_{11}\right)\left(m_{22}+1-m_{21}\right)}{\left(m_{12}+1-m_{22}\right)\left(m_{11}+2-m_{21}\right)}\right]^{1 / 2} \tag{4.10}
\end{align*}
$$

The problem is now to identify the symbols so as to achieve an identity. The correct identification is this [cf. Eqs. (4.16) and (4.5)]:

$$
\begin{array}{r}
{\left[\begin{array}{r}
f-b+d \\
2 d \\
c-e+d
\end{array}\right]_{\mathrm{ext}}\left(\begin{array}{cc}
2 b & 0 \\
b-a+e b-a-e
\end{array}\right)} \\
\quad=[(2 e+1)(2 f+1)]^{1 / 2} W(a b c d ; e f) \tag{4.11}
\end{array}
$$

(Note that we can add a constant integer to either pattern on the left so as to eliminate the zeroes.)

Using this identification we see that the evaluation given in Eq. (4.10) becomes (for $c=e+\frac{1}{2}, d=\frac{1}{2}$, $f=b-\frac{1}{2}$ ):

$$
\begin{align*}
{[(2 e+1)} & (2 f+1)]^{1 / 2} W(a b c d ; e f) \\
& =(-)\left[\frac{(a+o-e)(a+e-b+1)}{(2 b+1)(2 e+2)}\right]^{1 / 2} \tag{4.12}
\end{align*}
$$

which is seen to be precisely the result from standard Racah tabulations. In a similar way one may verify that the remaining spin- $\frac{1}{2}$ Racah functions also coincide with their extended projective function counterparts. Thus, we have established the identity for the fundamental coefficients, and therefore (from the recursion formula) in general. Equation (4.11) expresses this identity.

We would like to remark that this identity is really quite astonishing for it asserts that the pattern calculus rules suffice to encompass in SU(2) not only the Wigner operators, but the Racah operators as well.

To illustrate the content of this remark let us recall that for totally symmetric operators [those of the form $\left[\begin{array}{cc}p & 0\end{array}\right]$, which is the general case for $\left.S U(2)\right]$, if either the upper or the lower pattern is extremal, we have a monomial coefficient. The identity establishes this same monomial property for "extremal" Racah coefficients (a result, of course, previously known, but now interpretable uniformly).

The identity may also be used, conversely, to extend to the pattern calculus, symmetries and results previously proven for the $S U(2)$ Racah coefficients. In this way one may obtain the following extension of the numerator pattern calculus rules.

We obtain the following result:

$$
\left.\begin{array}{l}
{\left[\begin{array}{c}
\Delta_{1} \\
p
\end{array}\right.} \\
\Delta_{1}^{\prime}
\end{array}\right]_{\mathrm{ext}}\left(\begin{array}{cc}
m_{12} & m_{22} \\
& m_{11}  \tag{4.13a}\\
m_{21}
\end{array}\right)=\left[\begin{array}{l}
\frac{D}{D\left(m_{11} m_{21}\right)} \\
\\
\end{array}\right.
$$

where $\mathfrak{D}$ denotes the dimension operator and the denominators are given by the pattern calculus rules ${ }^{1}$ and have the explicit forms:

$$
\begin{align*}
& 1 / D\left(\begin{array}{cc}
\Delta_{1} & \Delta_{2} \\
p & 0
\end{array}\right)\left(m_{12} m_{22}\right)=\left[\frac{p!\left(m_{12}-m_{22}+\Delta_{1}-\Delta_{2}+1\right)\left(m_{12}-m_{22}-\Delta_{2}\right)!}{\left(\Delta_{1}\right)!\left(\Delta_{2}\right)!\left(m_{12}-m_{22}+\Delta_{1}+1\right)!}\right]^{1 / 2}  \tag{4.13b}\\
& 1 / D\left(\begin{array}{cc}
\Delta_{1}^{\prime} & \Delta_{2}^{\prime} \\
p & 0
\end{array}\right)\left(m_{11} m_{21}\right)=\left[\frac{p!\left(m_{11}-m_{21}+\Delta_{1}^{\prime}-\Delta_{2}^{\prime}+1\right)\left(m_{11}-m_{21}-\Delta_{2}^{\prime}\right)!}{\left(\Delta_{1}^{\prime}\right)!\left(\Delta_{2}^{\prime}\right)!\left(m_{11}-m_{21}+\Delta_{1}^{\prime}+1\right)!}\right]^{1 / 2} \tag{4.13c}
\end{align*}
$$

The values of the numerator function are given by

$$
\begin{align*}
& N\left(\begin{array}{cc}
\Delta_{1} \\
p & 0 \\
\Delta_{1}^{\prime}
\end{array}\right)\left(\begin{array}{cc}
m_{12} & m_{22} \\
m_{11} & m_{21}
\end{array}\right)=\frac{(-1)^{\Delta_{1}}}{p!} \prod_{i=1}^{2}\left(\Delta_{i}\right)!\left(\Delta_{i}^{\prime}\right)! \\
& \times\left[\frac{\left(p_{11}^{\prime}-p_{22}^{\prime}\right)!}{\left(p_{11}-p_{22}\right)!} \quad \prod_{i<j=1}^{2} \frac{\left(p_{i 2}-p_{j 1}-1\right)!}{\left(p_{i 2}^{\prime}-p_{j 1}^{\prime}-1\right)!}\right]^{1 / 2} \\
& \times \sum_{\alpha}\binom{p_{11}-p_{12}+\alpha_{1}^{2}}{\alpha \frac{1}{2}}\binom{p_{11}-p_{22}}{\alpha_{2}^{2}} \\
& \times\binom{ p_{21}-p_{12}}{\alpha \neq}\binom{ p_{21}-p_{22}+\alpha_{2}}{\alpha_{1}^{2}} \tag{4.13d}
\end{align*}
$$

in which the sum over $\alpha$ is over all square matrices with nonnegative integral entries with row sums and column sums given by [ $\Delta^{\prime}$ ] and [ $\Delta$ ]:

$$
\underbrace{\left[\begin{array}{cc}
\alpha 1 & \Delta_{1}^{2}  \tag{4.13e}\\
\alpha \frac{1}{2} & \Delta_{2}^{2}
\end{array}\right.}_{\Delta_{1}} \begin{gathered}
\Delta_{1}^{\prime} \\
\Delta_{2}^{\prime}
\end{gathered}
$$

$$
\begin{align*}
& \left\{( \begin{array} { c } 
{ [ x ] _ { n } + [ \Delta ] _ { n } } \\
{ ( [ y ] _ { n - 1 } + [ \Delta ^ { \prime } ] _ { n - 1 } } \\
{ ( \operatorname { m a x } ) }
\end{array} ) ( \begin{array} { c } 
{ ( \Gamma ) } \\
{ [ M ] } \\
{ ( \Gamma ^ { \prime } ) }
\end{array} ) ( \begin{array} { c } 
{ [ x ] _ { n } } \\
{ [ y ] _ { n - 1 } } \\
{ ( \operatorname { m a x } ) }
\end{array} ) \left(\left([y]_{n}+\left[\Delta^{\prime}\right]_{n}\right)=\sum_{(\alpha)(\beta)}\left\{\binom{[M]}{(\Gamma)}\binom{(\gamma)}{\left[\begin{array}{c} 
\\
{[a]} \\
(\alpha)
\end{array}\right)}\binom{[b]}{(\beta)}\right\}([x]+[\Delta])\right.\right. \\
& \times\left\{\binom{[M]}{\left(\Gamma^{\prime}\right)}\left(\begin{array}{c}
(\gamma) \\
{[a]} \\
\left(\alpha^{\prime}\right)
\end{array}\right)\binom{[b]}{\left(\beta^{\prime}\right)}\right\}\left([y]+\left[\Delta^{\prime}\right]\right) \sum_{\left(\gamma^{\prime}\right)}\left\{\left(\begin{array}{c}
{[x]_{n}+[\Delta]_{n}} \\
{[y]_{n-1}+\left[\Delta^{\prime}\right]_{n-1}} \\
(\max )
\end{array}\right)\left(\begin{array}{c}
(\alpha) \\
{[a]} \\
\left(\alpha^{\prime}\right)
\end{array}\right)\binom{\left.\left.[x]_{n}+[\Delta(\beta)]_{n}\right)\right\}\left([y]_{n}+\left[\Delta^{\prime}\right]_{n}\right)}{\left(\gamma^{\prime}\right)}\right\}\left(\begin{array}{c} 
\\
\left(y^{\prime}\right)
\end{array}\right) \\
& \times\left\{\binom{[x]_{n}+[\Delta(\beta)]_{n}}{\left(\gamma^{\prime}\right)}\left(\begin{array}{c}
(\beta) \\
{[b]} \\
\left(\beta^{\prime}\right)
\end{array}\right)\left(\begin{array}{c}
{[x]_{n}} \\
{[y]_{n-1}} \\
(\text { max })
\end{array}\right)\right\}\left([y]_{n}+\left[\Delta\left(\beta^{\prime}\right)\right]_{n}\right) . \tag{4.14}
\end{align*}
$$

This result still contains a summation over $\gamma^{\prime}$, and an essential step in the proof is to establish the following subsidiary relation:

$$
\begin{gather*}
\left\{\begin{array}{c}
{[x]_{n}+[\Delta(\beta)]_{n}} \\
\left(\gamma^{\prime}\right)
\end{array}\right)\left(\begin{array}{c}
(\beta) \\
{[b]} \\
\left(\beta^{\prime}\right)
\end{array}\right)\left(\begin{array}{c}
{[x]_{n}} \\
{[y]_{n-1}} \\
(\max )
\end{array}\right)\left(\left([y]_{n}+\left[\Delta\left(\beta^{\prime}\right)\right]_{n}\right.\right. \\
=0 \text { unless }\left(\gamma^{\prime}\right)=\binom{[y]_{n-1}+\left[\Delta\left(\beta^{\prime}\right)\right]_{n-1}}{(\max )} \tag{4.15}
\end{gather*}
$$

Let us assume for the moment that this result is correct. Then under the identification,

$$
\begin{align*}
& \left\langle\binom{[x]+[\Delta]}{[y]+\left[\Delta^{\prime}\right]}\right|\left[\begin{array}{c}
(\Gamma) \\
{[M]} \\
\left(\Gamma^{\prime}\right)
\end{array}\right]_{\text {ext }}\left|\binom{[x]}{[y]}\right\rangle \\
& \left.=\left\{\begin{array}{c}
{[x]_{n}+[\Delta]_{n}} \\
{[y]_{n-1}+\left[\Delta^{\prime}\right]_{n-1}} \\
(\max )
\end{array}\right)\left(\begin{array}{c}
(\Gamma) \\
{[M]} \\
\left(\Gamma^{\prime}\right)
\end{array}\right)\left(\begin{array}{c}
{[x]_{n}} \\
{[y]_{n-1}} \\
(\max )
\end{array}\right)\right\}\left([y]_{n}+\left[\Delta^{\prime}\right]_{n}\right) \tag{4.16}
\end{align*}
$$

Eqs. (4.2) and (4.14) become precisely the same. Since either Eq. (4.2) or (4.14) may be used to generate recursively the corresponding general coefficients (for $M_{n n}$ $\geqslant 0$ ) from the fundamental ones, it follows that Eq. (4.16)
(The following notations have also been used in writing out the above results: $\Delta_{1}+\Delta_{2}=\Delta_{1}^{\prime}+\Delta_{2}^{\prime}=p, m_{12}^{\prime}=$ $m_{12}+\Delta_{1}, m_{11}^{\prime}=m_{11}+\Delta_{1}^{\prime}, m_{21}^{\prime}=m_{21}+\Delta_{2}^{\prime}$, and $p_{i j}^{\prime}=$ $\left.m_{i j}^{\prime}+j-i.\right)$

Let us note explicitly that this generalization of the numerator function, Eqs. (4.13d, e), has a value which depends only on the differences $p_{i 2}-p_{j 1}, i, j=1,2$.

Let us now generalize-as far as possible-the results obtained above for $S U(2)$. For the extended projective operators the results given in (4.1) and (4.2) are already in general form. The Racah coefficient relation, Eq. (4.6) is also already in general form when we interpret the operator patterns to be general ones. Recall that this relation is derivable directly from the associativity property of the Racah-Wigner calculus. ${ }^{9}$ Comparing the general forms (4.2) and (4.6), one observes a similarity of structure, except that there occurs in Eq. (4.6) an extra summation over the patterns $\delta^{\prime}$ [which is but a single term for $U(2)]$. The idea now is to select the operator patterns in this expression such that the summation over $\delta^{\prime}$ is forced to a single term. To this end we write out the following relation from Eq. (4.6), making, however, some notational changes to enhance the similarity to Eq. (4. 2):
is correct in general ( $M_{n n} \geqslant 0$ ) if it is correct for the fundamental operators, i.e., if

$$
\begin{aligned}
& \left\langle\binom{[x]+\Delta(\tau)}{[y]+\Delta(\rho)}\right|\left[\begin{array}{c}
\tau \\
{\left[\begin{array}{l}
1 \\
\dot{0}
\end{array}\right]} \\
\rho
\end{array}\right] \operatorname{ext}\left|\binom{[x]}{[y]}\right\rangle \\
& =\left\{\left(\begin{array}{c}
{[x]_{n}+\Delta_{n}(\tau)} \\
{[y]_{n-1}+\Delta_{n-1}(\rho)} \\
(\max )
\end{array}\right)\left(\begin{array}{c}
\tau \\
{\left[\begin{array}{l}
1 \\
0
\end{array}\right]} \\
\rho
\end{array}\right)\left(\begin{array}{l}
{[x]_{n}} \\
{[y]_{n-1}} \\
(\max )
\end{array}\right)\right\}\left([y]_{n}+\Delta_{n}(\rho)\right)
\end{aligned}
$$

The proofs of both Eqs. (4.15) and (4.17) are given in Appendix B, and hence establish the desired identity, Eq. (4. 16).

Equation (4.16) expresses the fact that the extended projective coefficients are, in the general case, identical to a subset of the set of general Racah coefficients.

## V. CONCLUDING REMARKS

A number of new and interesting results have been obtained. These include: (a) the derivation of explicit expressions for the general boson polynomials, where the rich structure of these forms has been illustrated by showing how they yield as particular cases the Gel' fand-Graev beta functions and even the irreps of the symmetric group; (b) the derivation of corresponding forms for the canonical tensor operators; and (c) the
proof of a relation between extended projective coefficients and certain Racah coefficients. While none of these developments completes our principal goal of actually constructing the set of general canonical tensor operators, each suggests new approaches to this task.

Consider first the boson polynomial expressions. These may now be used directly in the factorization lemma ${ }^{3,4,7,8}$ to evaluate the boson scalar product part of the lemma (Appendix B contains an example of this technique). One might hope then to see how to take the boson matrix element apart to determine the canonical Wigner coefficients appearing in the lemma. This is a difficult undertaking, but Holman ${ }^{1 I}$ has made considerable progress in this direction, particularly, for $U(3)$, and his efforts still continue (private communication). There are, of course, also other ways ${ }^{1,4.8}$ of using the factorization lemma.

The results of Sec. III already give the complete formal answer for the totally symmetric Wigner operators. They also demonstrate how the general problem might be solved by directing ones attention to the determination of the particular Wigner coefficients appearing in Eq. (3. 14). More significant, perhaps, is the reminder that one must really deal effectively with the noncommutative properties of the algebra-hence, with the Racah coefficients.

It becomes increasingly clear that determining the fundamental Racah coefficients is the key to the whole problem of defining the canonical tensor operators. This remark becomes more meaningful when one realizes that Eq. (4.6) may be interpreted as a relation which generates (recursively) the general Racah coefficient from the fundamental ones. It takes on an added significance if one accepts the conjecture ${ }^{8}$ that Racah coefficients limit to Wigner coefficients-hence, the whole Racah-Wigner calculus becomes a structure which is uniquely defined through its algebraic relations (coupling laws, orthonormality relations, etc.) and the fundamental Racah coefficients. (The Racah coefficients seem to play the rôle in defining the Racah-Wigner calculus which the structure constants play in a Lie algebra.)

In view of the significance of Racah coefficients, the results of Sec. IV become more prominent. Furthermore, the fact that the $U(2)$ extended projective coefficient takes the structural form exhibited by the right-hand side of Eq. (4.13a) strongly suggests the existence of further generalizations of the pattern calculus rules.

It is our plan to pursue these new approaches. The problem of giving an explicit determination of the fundamental Racah coefficients in $U(3)$ is particularly challenging (and already solved, in principle, in I and II), and we have already made considerable progress with this. The intricate relationship of Racah coefficients (subgroup independent objects) to null spaces (a subgroup independent concept) of Wigner operators, and the related concept of indecomposability 46 are problems of considerable complexity, yet the unexpected elegant structure of results ${ }^{2}$ seems to justify the effort to understand them.

## APPENDIX A

## Commuting sets of elementary Wigner operators

The purpose of this appendix is to prove the mutual commutivity of the Wigner operators belonging to the set of elementary Wigner operators having a common operator pattern, i.e., to prove the commutivity of the components of the elementary tensor operator which transforms like the irrep $\left[\begin{array}{ll}\dot{1}_{k} & \dot{0}_{n-k}\end{array}\right]$ and effects the shift

$$
\begin{equation*}
\Delta=\sum_{s=1}^{k} \Delta_{n}\left(\tau_{s}\right) \tag{A1}
\end{equation*}
$$

where the $\tau_{i}$ are any integers satisfying $1 \leqslant \tau_{1}<\tau_{2}$ $<\ldots<\tau_{k} \leqslant n$. The commutation properties of the elementary projective operators have been discussed previously, ${ }^{4}$ but it is not at all obvious from those results which elementary Wigner operators commute.

The notation ${ }^{4}$

$$
\left\langle\begin{array}{c}
(\tau)_{k}  \tag{A2}\\
\dot{1}_{k} \\
\dot{0}_{n-k} \\
(i)_{k}
\end{array}\right],
$$

where $(\tau)_{k}=\left(\tau_{1} \tau_{2} \ldots \tau_{k}\right), 1 \leqslant \tau_{1}<\tau_{2}<\ldots<\tau_{k} \leqslant n$, and $\left.(i)_{k}=i_{1} i_{2} \ldots i_{k}\right), 1 \leqslant i_{1}<i_{2}<\ldots<i_{k} \leqslant n$, denotes the elementary Wigner operator which has the unique operator pattern determined by the shift (A1) and which has the unique Gel'fand pattern determined by the weight

$$
\sum_{s=1}^{k} \Delta_{n}\left(i_{s}\right)
$$

The result proved in this appendix can now be expressed in the following form:
for each $k=1,2, \ldots, n$, for each operator pattern $(\tau)_{b}$, and for each pair $(i)_{k},(j)_{k}$ of Gel'fand patterns.

The proof can be given directly by using the product law ${ }^{8}$ for two Wigner operators. For the case of interest, this law becomes the following relation:


In this result, the notation

$$
\left(\begin{array}{cc}
\dot{\dot{2}}_{k} & \dot{0}_{n-k}  \tag{A5}\\
(\tau)_{k}
\end{array}\right)
$$

designates the operator pattern having the $\Delta$ pattern

$$
2 \sum_{s=1}^{k} \Delta_{n}\left(\tau_{s}\right)
$$

The crucial point to note in obtaining Eq. (A4) is that
choosing the two operator patterns $(\tau)_{k}$ and $(\rho)_{k}$ to be the same in the product law for
has the effect of forcing the admissible final operator patterns in the Racah invariant to the single pattern (A5); hence, the irrep labels of the Wigner coefficient are also forced to be $\left[\begin{array}{ll}2_{k} & 0_{n-k}\end{array}\right]$.

The proof of property (A3) now follows immediately from Eq. (A4) and the following symmetry property of the Wigner coefficients:

$$
\begin{align*}
\left\langle\begin{array}{cc}
{\left[\begin{array}{cc}
\dot{2}_{k} & \dot{0}_{n-k} \\
(m)
\end{array}\right]}
\end{array}\right|\left\langle\begin{array}{c}
(\max ) \\
\left.\left[\begin{array}{c}
\dot{1}_{k} \\
\left(\dot{0}_{n-k}\right.
\end{array}\right]\right\rangle \\
(i)_{k}
\end{array}\right)\left|\begin{array}{cc}
{\left[\begin{array}{cc}
\dot{1}_{k} & \dot{0}_{n-k} \\
(j)_{k}
\end{array}\right\rangle} \\
& =\left\langle\begin{array}{cc}
{\left[\begin{array}{cc}
\dot{\mathbf{2}}_{k} & \dot{0}_{n-k}
\end{array}\right]} \\
(m)
\end{array}\right|\left\langle\begin{array}{cc}
(\max ) \\
\left.\left[\begin{array}{ll}
\dot{1}_{k} & \dot{0}_{n-k}
\end{array}\right]\right\rangle \\
(j)_{k}
\end{array}\right]
\end{array} \begin{array}{cc}
{\left[\begin{array}{cc}
\dot{1}_{k} & \dot{0}_{n-k}
\end{array}\right]} \\
(i)_{k}
\end{array}\right\rangle
\end{align*}
$$

for $k=1,2, \ldots, n$. This symmetry relation can be proved by several methods-one such method would be to evaluate these matrix elements directly through the use of the subgroup reduction law and the pattern calculus rules. A simpler method (since we do not require the explicit value of the coefficient) is to use induction on $n$.

We assume that Eq. (A6) is correct for $n$ replaced by $n-1$ and for each $k=1,2, \ldots, n-1$, and then prove its validity for $n$ and each $k=1,2, \ldots, n$. Since the relation is correct for $n=2$, its general validity for all $n$ then follows.

To prove the validity of Eq. (A6) under the induction on $n$, we note that row $n-1$ in the pattern ( $m$ ) must have one of the following three forms: (a) $[m]_{n-1}=$ $\left[\begin{array}{lll}\dot{2}_{k} & \dot{0}_{n-k-1}\end{array}\right]$ or $\left[\begin{array}{ll}\dot{2}_{k-1} & \dot{0}_{n-k}\end{array}\right] ;$ (b) $[m]_{n-1}=\left[\begin{array}{lll}\dot{\mathbf{2}}_{k-1} & 1 & \dot{0}_{n-k-1}\end{array}\right]$. In case (a) the patterns $(i)_{k}$ and $(j)_{k}$ must have identical labels in their $(n-1)$ st rows given by [ $\left.\dot{1}_{k} \dot{0}_{n-k-1}\right]$ or $\left[\dot{1}_{k-1} \dot{0}_{n-k}\right]$, respectively. Using the subgroup reduction law on both sides of Eq. (A6) and the assumed validity for $n-1$, we easily establish the validity of Eq. (A6) for case (a). For case (b) there are two possible entries in the $(n-1)$ st rows of the patterns $(i)_{k}$ and $(j)_{k}$, namely, $\left[\begin{array}{ll}\dot{1}_{k} & \dot{0}_{n-k-1}\end{array}\right]$ in $(i)_{k}$ and $\left[\dot{1}_{k-1} \dot{0}_{n-k}\right]$ in $(j)_{k}$, or we may make the opposite choice. It is, however, no restriction to make the first choice since the second is equivalent to interchanging the left- and righthand sides of Eq. (A6). We next observe that
where \# denotes a nonzero number, and $E_{n, n-1}$ is one of the generators of $U(n)$. We now use Eq. (A7 $)^{n-1}$ in each side of Eq. (A6) and perform the following operations on each side: transfer $E_{n, n-1}$ to the position just left of the Wigner operator by replacing it by its Hermitian conjugate $E_{n-1, n}$; evaluate the action of $E_{n-1, n}$ on the Wigner operator and the initial state vector. The result of these straightforward steps is: Equation (A6) is valid for $[m]_{n-1}=\left[\begin{array}{lll}\dot{2}_{k-1} & 1 & \dot{0}_{n-k-1}\end{array}\right]$ if it is valid for $[m]_{n-1}=$ $\left[\begin{array}{ll}\dot{2}_{k} & \dot{0}_{n-k-1}\end{array}\right]$. Since the latter result has already been
proved [case (a)], the validity of Eq. (A6) for case (b) is also proved. The induction loop has now been closed, and the general validity of the symmetry relation (A6) established.

## APPENDIX B

## The relation of the extended fundamental projective coefficients and Racah coefficients

The purpose of this appendix is to prove Eqs. (4.15) and (4.17) of Sec. IV. We begin with the proof of Eq. (4. 17). The key relation for giving the proof is Eq.
(2. 25b) of Sec. II. Using this relation and properties (2.26b) and (2.27), we easily obtain the following result which is valid for $i, j<n$ :

$$
\begin{align*}
& \left\langle\left(\begin{array}{l}
\left(\nu^{\prime}\right)_{n-1} \\
{\left[\nu^{\prime}\right]_{n-1}} \\
\left(m^{\prime}\right)_{n-1}
\end{array}\right)\right| a_{i}^{j}\left|\left(\begin{array}{c}
(\nu)_{n-1} \\
{[\nu]_{n-1}} \\
(m)_{n-1}
\end{array}\right)\right\rangle \\
& =\sum_{\substack{(\kappa)_{n-2}(\mu)_{n-2} \\
\left(\mu^{\prime}\right)_{n-2}}}\left\langle\binom{[\nu]_{n-1}}{(\nu)_{n-2}}\right|\left\langle\begin{array}{c}
(\gamma) \\
{\left[\begin{array}{ll}
(k & \dot{0}]_{n-1} \\
(\kappa)_{n-2}
\end{array}\right\rangle}
\end{array}\right\rangle\left\langle\binom{[m]_{n-1}}{(\mu)_{n-2}}\right\rangle \\
& \times\left\langle\binom{\left[\nu^{\prime}\right]_{n-1}}{\left(\nu^{\prime}\right]_{n-2}}\right|\left\langle\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{[k \quad \dot{0}]_{n-1}} \\
(\kappa)_{n-2}
\end{array}\right\rangle\left|\binom{\left[m^{\prime}\right]_{n-1}}{\left(\mu^{\prime}\right)_{n-2}}\right\rangle \\
& \times\left\langle\left(\begin{array}{l}
\left(\mu^{\prime}\right)_{n-2} \\
\left\lfloor m^{\prime}\right\rfloor_{n-1} \\
\left(m^{\prime}\right)_{n-2}
\end{array}\right)\right| a_{i}^{j}\left|\left(\begin{array}{l}
(\mu)_{n-2} \\
{[m]_{n-1}} \\
(m)_{n-2}
\end{array}\right)\right\rangle \tag{B1}
\end{align*}
$$

where $[\nu]_{n-1}=\left[\nu_{1, n-1} \nu_{2, n-1} \cdots \nu_{n-1, n-1}\right]=\left[m_{1 n} m_{2 n}, m_{n-1 n}\right],[m]_{n-1}=\left[m_{1, n-1} m_{2 n-1} \cdots m_{n-1, n-1}\right]$, $\left.\cdots m_{n-1}^{n}\right],[m]_{n-1}=\left[m_{1, n-1} m_{2, n-1} \cdots m_{n-1, n-1}\right]$, and similar definitions are made for the labels with
primes. The number $k$ as well as the operator patterns $(\gamma)$ and $\left(\gamma^{\prime}\right)$ are uniquely determined in terms of the specified labels.

We now proceed to simplify Eq. (B1) by effecting the following four operations: (1) Set $\left[\nu^{\prime}\right]_{n-1}=[\nu]_{n-1}+$ $\Delta_{n-1}(\tau)$ and $\left[m^{\prime}\right]_{n-1}=[m]_{n-1}+\Delta_{n-1}(\rho)$ for some $\tau$ and $\rho$ selected from 1 to $n-1$. (2) Apply the factorization lemma to each side, i.e., the factorization lemma for $U(n)$ in the left-hand side and the factorization lemma for $U(n-1)$ in the right-hand side. (3) Apply the $U(n)$ : $U(n-1)$ subgroup reduction law to the fundamental $U(n)$ Wigner operators which appear at step (2) in the left-hand side. (4) Use the orthonormality of the fundamental $U(n-1)$ Wigner coefficients to move all $U(n-1)$ Wigner coefficients to the right-hand side of the equation. The result of these operations is the following expression:

$$
\begin{aligned}
& \left\langle\binom{[\nu]_{n-1}}{[m]_{n-1}+\Delta_{n-1}(\rho)}\right|\left[\begin{array}{c}
\tau \\
{\left[\begin{array}{cc}
1 & 0
\end{array}\right]_{n}(\tau)} \\
\rho
\end{array}\right]\left|\binom{[\nu]_{n-1}}{[m]_{n-1}}\right\rangle \\
& =\left[\frac{\mathscr{N}\left([\nu]_{n-1}\right) \operatorname{TK}\left([m]_{n-1}+\Delta_{n-1}(\rho)\right)}{\mathscr{M}\left([m]_{n-1}\right) \operatorname{MC}\left([\nu]_{n-1}+\Delta_{n-1}(\tau)\right)}\right] 1^{1 / 2}
\end{aligned}
$$

$\times\left\langle\binom{[\nu]_{n-1}}{(\nu)_{n-2}}\right|\left\langle\begin{array}{c}(\gamma) \\ {[k} \\ \dot{k}]_{n-1} \\ (\kappa)_{n-2}\end{array}\right\rangle\left|\binom{[m]_{n-1}}{(\mu)_{n-2}}\right\rangle$
$\times\left\langle\binom{[\nu]_{n-1}+\Delta_{n-1}(\tau)}{\left(\nu^{\prime}\right)_{n-2}} \left\lvert\,\left\langle\begin{array}{c}\left(\gamma^{\prime}\right) \\ {\left[\begin{array}{ll}k & \dot{0}]_{n-1} \\ (\kappa)_{n-2}\end{array}\right\rangle}\end{array}\right\rangle\left\langle\begin{array}{c}{[m]_{n-1}+\Delta_{n-1}(\rho)} \\ \left(\mu^{\prime}\right)_{n-2}\end{array}\right)\right.\right\rangle$
$\times\left\langle\binom{[m]_{n-1}+\Delta_{n-1}(\rho)}{\left(\mu^{\prime}\right)_{n-2}}\right|\left\langle\begin{array}{c}\rho \\ \left.\left.\left[\begin{array}{ll}1 & 0]_{n-1} \\ j\end{array}\right)\right\rangle\binom{[m]_{n-1}}{(\mu)_{n-2}}\right\rangle, ~\end{array}\right.$
in which the pattern $\left(\nu^{\prime}\right)_{n-2}$ is fixed, but arbitrary.
We next perform the operations as follows on Eq. (B2): (1) Add $m_{n n}$ to all of the initial and all of the final irrep labels in the left-hand side (this does not change the value of the matrix element). (2) Replace $m_{\text {in }}$ by $m_{i n}-m_{n n}$ and $m_{i, n-1}$ by $m_{i, n-1}-m_{n n}$ for $i=1,2, \ldots$, $n-1$ in both sides of the equation resulting from step (1), noting that the summation part of the right-hand side is unaltered by these substitutions. (3) Separate off the terms of the right-hand side which contain $m_{n n}$, noting that this factor is $\left[\left(p_{\rho n}-p_{n n}+1\right) /\left(p_{r n}-p_{n n}\right)\right]^{1 / 2}$ (originating entirely from the measure factors preceding the summation). (4) Take the limit of the resulting equation as $m_{n n} \rightarrow-\infty$. The result of these four operations is an equation which relates an extended fundamental projective coefficient in $U(n-1)$ (we know these limit relations are valid for the fundamental operators) to a certain sum over $U(n-1)$ Wigner coefficients. Finally, we perform the last operation: (5) Replace $n$ by $n+1$ and make a change of notation so that the left-hand side becomes the left-hand side of Eq. (4.17). The result of these operations is the following expression:

$$
\begin{align*}
& \left\langle\binom{[x]+\Delta(\tau)}{[y]+\Delta(\rho)}\right|\left[\begin{array}{c}
\tau \\
{\left[\begin{array}{cc}
1 & 0
\end{array}\right]} \\
\rho
\end{array}\right]_{\text {ext }}\left|\binom{[x]}{[y]}\right\rangle \\
& =\left[\frac{\mathscr{D}([y]) \mathscr{D}([x]+\Delta(\tau))}{\mathcal{D}([x]) \mathscr{D}([y]+\Delta(\rho))}\right]^{1 / 2} \\
& \sum_{j,(\alpha)\left(\kappa^{\prime}\right)(\beta)\left(\beta^{\prime}\right)}\left\langle\left.\binom{[x]+\Delta(\tau)}{\left(\alpha^{\prime}\right)} \right\rvert\,\left\langle\begin{array}{c}
\tau \\
1 \\
j \\
j
\end{array}\right]\right\rangle\left|\binom{[x]}{(\alpha)}\right\rangle \\
& \times\left\langle\binom{[x]}{(\alpha)}\right|\left\langle\begin{array}{c}
(\gamma) \\
{\left[\begin{array}{l}
k \\
(k)
\end{array}\right]}
\end{array}\right\rangle\left\langle\binom{[y]}{(\beta)}\right\rangle \\
& \times\left\langle\binom{[x]+\Delta(\tau)}{\left(\alpha^{\prime}\right)}\right|\left\langle\begin{array}{c}
\left(\gamma^{\prime}\right) \\
{\left[\begin{array}{l}
k \\
0
\end{array}\right]} \\
(\kappa)
\end{array}\right\rangle\left|\binom{[y]+\Delta(\rho)}{\left(\beta^{\prime}\right)}\right\rangle \\
& \left.\times\left\langle\binom{[y]+\Delta(\rho)}{\left(\beta^{\prime}\right)}\right|\left\langle\begin{array}{c}
\rho \\
{\left[\begin{array}{c}
1 \\
j
\end{array}\right]}
\end{array}\right\rangle\right)\left|\binom{[y]}{(\beta)}\right\rangle, \tag{B3}
\end{align*}
$$

in which ( $\alpha$ ') is a "free" pattern, and $\mathfrak{D}$ is the dimension operator.

We have now expressed an extended fundamental projective coefficient in terms of a summation over four
$U(n)$ Wigner coefficients. It remains to be demonstrated that the right-hand side of Eq. (B3) is just the special Racah coefficient appearing on the right-hand side of Eq. (4.17). This requires further manipulation of the Wigner coefficients to which we now turn.
We use the identity:

$$
\left\langle\begin{array}{c}
(\Gamma)  \tag{B4}\\
{\left[\begin{array}{c}
k \\
\hline
\end{array}\right]} \\
(M)
\end{array}\right\rangle=(-1)^{\phi(\Gamma)-\phi(M) D^{-1 / 2}}\left\{\begin{array}{c}
(\bar{\Gamma}) \\
{\left[\begin{array}{cc}
\dot{0} & -k]
\end{array}\right] D^{1 / 2}, ~} \\
(\bar{M})
\end{array}\right\rangle
$$

to obtain the following relations:
$\left\langle\binom{[x]}{(\alpha)}\right|\left\langle\begin{array}{c}(\gamma) \\ {\left[\begin{array}{l}k \\ \hline\end{array}\right]} \\ (\kappa)\end{array}\right]\left|\left|\binom{\left[\begin{array}{c}y\end{array}\right]}{(\beta)}\right\rangle\right.$

$$
\begin{align*}
& \left.=\left\langle\binom{[y]}{(\beta)} \left\lvert\, \begin{array}{c}
(\gamma) \\
\left\langle\begin{array}{c}
k \\
k
\end{array} \dot{0}^{\prime}\right.
\end{array}\right.\right\rangle\left|\begin{array}{c}
{\left[\begin{array}{c}
{[x]} \\
(\alpha)
\end{array}\right)^{\prime}}
\end{array}\right\rangle\right\rangle \\
& \left.=\left[\frac{D([x])}{D_{([y])}}\right]^{1 / 2}(-1)^{\phi(\gamma)-\phi(x)}\left\langle\binom{[y]}{(\beta)} \left\lvert\,\left\langle\begin{array}{c}
(\bar{\gamma}) \\
{[0-k]} \\
(\bar{k})
\end{array}\right)\right.\right\rangle\binom{[x]}{(\alpha)}\right\rangle \\
& =\left[\frac{D([x])}{D([y])}\right]^{1 / 2}(-1)^{\Phi(y)-\phi(k)}(-1)^{\delta([x] f[y])} \\
& \times\left\langle\binom{[y]}{(\beta)} \left\lvert\, \begin{array}{c}
\left(\begin{array}{c}
\text { max } \\
{[y]_{n-1}} \\
{[x]} \\
(\alpha)
\end{array}\right.
\end{array}\right.\right\rangle\left|\left(\begin{array}{c}
{\left[\begin{array}{c}
(0 \\
(\bar{\kappa})
\end{array}\right)}
\end{array}\right)\right\rangle . \tag{B5}
\end{align*}
$$

The last step in this result requires justification.
In order to justify the last step in Eq. (B5), we consider the following couplings of irreps:

$$
\begin{align*}
& {[\dot{0}-k] \otimes[x] \rightarrow[y],}  \tag{B6a}\\
& {[x] \otimes[\dot{0}-k] \rightarrow[y],} \tag{B6b}
\end{align*}
$$

where

$$
k=\sum_{i=1}^{n}\left(x_{i}-y_{i}\right) \geq 0 .
$$

(B6c)
In the case of the coupling (B6a), the Wigner coefficients are the ones designated by

These coefficients are zero unless the pattern

$$
\begin{equation*}
\binom{[x]}{[y]} \tag{B7b}
\end{equation*}
$$

is lexical, i.e., unless $x_{1} \geq y_{1} \geq x_{2} \geq y_{2} \geq \cdots \geq x_{n} \geq y_{n}$. This nontrivial property is verified by direct examination of the reduced matrix elements given in Refs. 1 and 24. In the case of the coupling (B6b), the Wigner coefficients are the matrix elements denoted by

$$
\left\langle\left(\left[\begin{array}{l}
{[y]}  \tag{B8}\\
(\beta)
\end{array}\right)\left|\left\langle\begin{array}{c}
(\Gamma) \\
{[x]} \\
(\alpha)
\end{array}\right\rangle\right|\binom{\left[\begin{array}{c}
0 \\
(\bar{\kappa})
\end{array}\right)}{(\bar{\kappa})}\right\rangle\right.
$$

where ( $\Gamma$ ) denotes an operator pattern belonging to the multiplicity set determined by the following $\Delta$ pattern belonging to $[x]$ :

$$
\begin{equation*}
[\Delta]=\left[y_{1} y_{2} \cdots y_{n-1} y_{n}+k\right] . \tag{B9}
\end{equation*}
$$

However, since the multiplicity of $[y]$ in the direct product (B6b) is the same as that in (B6a), namely, one if conditions (B7b) hold or zero otherwise, the coefficients (B8) must vanish except for precisely one operator pattern in the multiplicity set defined by the $\Delta$ pattern (B9), and even then the coefficient must vanish unless conditions (B7b) hold. We assert, and later justify, that the unique operator pattern for which the coefficients (B8) are not identically vanishing is

$$
\binom{[x]}{(\Gamma)}=\left(\begin{array}{c}
{[x]}  \tag{B10}\\
{[y]_{n-1}} \\
(\max )
\end{array}\right) .
$$

Since the ordering of the coupling of two irreps in which there is no multiplicity in the direct product can at most change the overall phase, the following relation must hold:

$$
\begin{align*}
& \left\langle\binom{[y]}{(\beta)}\right|\left\langle\begin{array}{c}
(\bar{\gamma}) \\
{\left[\begin{array}{c}
0 \\
(\bar{\kappa})
\end{array}\right)}
\end{array}\right)\left|\binom{[x]}{(\alpha)}\right\rangle \\
& \left.\quad=(-1)^{\delta([x] ;[y]}\left\langle\binom{[y]}{(\beta)}\right|\left\langle\begin{array}{c}
(\max ) \\
{[y]_{n-1}} \\
{[x]} \\
(\alpha)
\end{array}\right) \right\rvert\,\left(\begin{array}{cc}
\left.\left[\begin{array}{c}
\dot{0} \\
(\bar{\kappa})
\end{array}\right)\right\rangle,
\end{array},\right\rangle \tag{B11}
\end{align*}
$$

where $\delta([x] ;[y])$ is an integer which depends at most on the $x_{i}$ and $y_{i}$. Equation (B11) is the result which we have used in making the last step in Eq. (B5).

One may still question whether or not the identification (B10) is correct, or whether or not it is a question of choice. Let us defer this problem for the moment, noting, however, that the identification is unambiguous in the case of $U(2)$ and in the case of $U(3)$. [The $U(3)$ case may be verified directly from the intertwining numbernull space diagram given in Ref. 2.]

Equation (B3) may now be brought to the following form by using Eq. (B5) to replace the second factor in the right-hand side and a similar expression to replace the third factor

$$
\begin{aligned}
& \left\langle\left(\left[\begin{array}{l}
{[x]+\Delta(\tau)} \\
{[y]+\Delta(\rho)}
\end{array}\right) \left\lvert\,\left[\begin{array}{c}
\tau \\
{\left[\begin{array}{l}
1 \\
\hline
\end{array}\right]} \\
\rho
\end{array}\right]\right. \text { ext }\left|\binom{[x]}{[y]}\right\rangle\right.\right. \\
& =(\text { phase }) \mathscr{D}([x]+\Delta(\tau)) / \mathscr{D}([y]+\Delta(\rho)) \\
& \times \sum_{\left(\beta^{\prime}\right) j(\alpha)}\left\langle\binom{[x]+\Delta(\tau)}{\left(\alpha^{\prime}\right)}\right|\left\langle\begin{array}{c}
\tau \\
{\left[\begin{array}{c}
1 \\
j
\end{array}\right]}
\end{array}\right\rangle\left|\binom{[x]}{(\alpha)}\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& \times\left\langle\left.\binom{[y]+\Delta(\rho)}{\left(\beta^{\prime}\right)} \right\rvert\,\left\langle\begin{array}{c}
\rho \\
{[1} \\
0 \\
j
\end{array}\right)\right\rangle\left\langle\begin{array}{c}
{\left[\begin{array}{c}
(\max ) \\
{[x]} \\
n-1 \\
(\alpha)
\end{array}\right.}
\end{array}\right\rangle \\
& \left.\left.\left.\times\left\langle\begin{array}{c}
{[y]_{n-1}+\Delta_{n-1}(\rho)} \\
{[x]+\Delta(\tau)} \\
\left(\alpha^{\prime}\right)
\end{array}\right\rangle \right\rvert\, \begin{array}{c}
{[y]+\Delta(\rho)} \\
\left(\beta^{\prime}\right)
\end{array}\right)\right\rangle, \tag{B12}
\end{align*}
$$

where in obtaining this result we have recognized that certain of the summations appearing in the right-hand side of Eq. (B3) became sums over intermediate states. The phase in this result is given by

$$
\begin{equation*}
(-1)^{\delta_{\tau} \rho}([x] ;[y]), \tag{B13a}
\end{equation*}
$$

where

$$
\begin{array}{r}
\delta_{\tau \rho}([x] ;[y])=\tau-\rho+\delta([x]+\Delta(\tau),[y]+\Delta(\rho)) \\
 \tag{B13b}\\
-\delta([x] ;[y]) .
\end{array}
$$

We are now ready to make the last step in the proof of Eq. (4.17) of Sec. IV. This is accomplished by summing both sides of Eq. (B12) over all patterns ( $\alpha^{\prime}$ ). The righthand side then becomes [see Eq. (2.46) of Ref. 8] (phase) $D([x])+\Delta(\tau))$ (the Racah coefficient of Eq. (4. 17)].

Since summing Eq. (B12) over ( $\alpha^{\prime}$ ) also puts the dimension factor $\mathfrak{D}([x]+\Delta(\tau))$ in the left-hand side of Eq. (B12), we obtain the desired result, Eq. (4.17), except possibly for phase. We argue that the phase on Eq.
(4.17) already agrees with the convention set forth in Ref. 8, namely, that in the limit $y_{n} \rightarrow-\infty$, the fundamental Racah coefficient should become a square-bracket coefficient of the same labels. This is precisely the case for Eq. (4.17) since the extended fundamental projective coefficient then becomes an ordinary reduced Wigner coefficient which is, in turn, just a fundamental squarebracket coefficient because the following $U(n-1)$ Racah coefficient has value unity (also part of our phase convention):


$$
=1 . \quad(\mathrm{B} 14)
$$

To complete the proof of Eq. (4.17) we still must demonstrate that the operator pattern assignment (B10) is correct. There is, of course, no question that there is but a single operator pattern to be determined. Suppose we had identified the pattern simply by the symbol ( $\Gamma_{0}$ ). Then the $\Delta$ pattern $\left[\Delta\left(\Gamma_{0}\right)\right]_{n}$ is still given by Eq. (B9). One easily sees that the net effect of this unspecified identification on our previous proof is to yield the following modified results:
$\left\langle\binom{[x]+\Delta(\tau)}{[y]+\Delta(\rho)}\right|\left[\begin{array}{c}\tau \\ {\left[\begin{array}{c}1 \\ \dot{0}\end{array}\right]} \\ \rho\end{array}\right]$ ext $\left.\binom{[x]}{[y]}\right\rangle$

$$
=\text { (phase) }\left\{\binom{[x]+\Delta(\tau)}{\left(\Gamma_{0}^{\prime}\right)}\left(\begin{array}{c}
\tau \\
{\left[\begin{array}{c}
1 \\
0
\end{array}\right]} \\
\rho
\end{array}\right)\binom{[x]}{\left(\Gamma_{0}\right)}\right\}([x]+\Delta(\rho))
$$

where

$$
\begin{aligned}
& {\left[\Delta\left(\Gamma_{0}\right)\right]_{n-1}=\left[y_{1} y_{2} \cdots y_{n-1}\right]} \\
& {\left[\Delta\left(\Gamma_{0}^{\prime}\right)\right]_{n-1}=\left[y_{1} y_{2} \cdots y_{n-1}\right]+\Delta_{n-1}(\rho)}
\end{aligned}
$$

But the limit $y_{n} \rightarrow-\infty$ of the left-hand side of this result is unambiguously given by the square-bracket coefficient

$$
\left.\left.\left[\left(\begin{array}{c}
{\left[\begin{array}{c}
{[x]_{n}+\Delta_{n}(\tau)} \\
\left([y]_{n-1}+\Delta_{n-1}(\rho)\right. \\
(\max )
\end{array}\right)}
\end{array}\right)\left(\begin{array}{c}
\tau  \tag{B16}\\
{[1} \\
\rho
\end{array}\right]\right)\binom{[x]_{n}}{\rho}\right]\binom{[y]_{n-1}}{(\max )}\right]\left([y]_{n-1}+\Delta_{n-1}(\rho)\right) .
$$

In accordance with our previous discussions ${ }^{8,2}$ regarding the identification of operator patterns through the use of limits, we see that the pattern ( $\Gamma_{0}$ ) must be identified as in Eq. (B10) with a similar identification for ( $\Gamma_{0}^{\prime}$ ).

Finally, we must prove Eq. (4.15) to complete the full proof of the important relation, Eq. (4. 16). This result is, however, now easily proved directly by evaluating the general Racah invariant as given by Eq. (2.46) in Ref. 8 on the labels indicated, noting the pattern identification of Eq. (B10). We omit these details.

We conclude this appendix by noting two subsidiary results.

Equation (B14) is a special case of the general result

$$
\begin{align*}
& \left\{\binom{[m]+[\Delta(\Gamma)]}{(\max )}\left(\begin{array}{c}
(\Gamma) \\
{[M]} \\
\left(\Gamma^{\prime}\right)
\end{array}\right)\binom{[m]}{(\max )}\right\}[m]+[\Delta(\Gamma)] \\
& =\delta_{(\Gamma)\left(\Gamma^{\prime}\right),} \tag{B17}
\end{align*}
$$

unless $[m$ ] belongs to the null space of the Wigner operator

in which case the Racah coefficient is zero even for $(\Gamma)=\left(\Gamma^{\prime}\right)$. This result follows easily from the product rule for two Wigner operators [see Eq. (15) of Ref. 9] upon operating on the state

$$
\left|\binom{[0]}{(0)}\right\rangle
$$

and using the property

$$
\left\langle\begin{array}{l}
(\gamma)  \tag{B18}\\
{[m]} \\
(m)
\end{array}\right\rangle\left|\binom{[0]}{(0)}\right\rangle=\delta_{(\gamma)(\max )}\left|\binom{[m]}{(m)}\right\rangle .
$$

The phase of Eq. (B11) can be obtained in the following manner: Since the phase in Eq. (B12) has been demonstrated to be +1 , we may choose $\delta_{\tau \rho}([x] ;[y])=0$.

Furthermore, we see that $\delta([x] ;[x])=0$. Equation (B13b) now becomes a recursion formula for generating $\delta([x] ;[y])$. The result of iterating this equation is

$$
\begin{equation*}
\delta([x] ;[y])=\sum_{i=1}^{n}(n-i)\left(x_{i}-y_{i}\right) \tag{B19}
\end{equation*}
$$
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The scattering by a spin-dependent spheroidal potential is studied. For this potential the scattering amplitude is considerably simple. The simplification is accomplished through the use of "reccurence relations" among the spheroidal functions. An iteration procedure is used for solving the infinitely coupled integral equations of the radial functions. The convergence of the solutions is proved.

## 1. INTRODUCTION

The importance of spheroidal scattering in classical physics and quantum mechanics was pointed out in two previous papers. ${ }^{1}$ Practically, it is a physical problem which one has to deal with in the acoustic and electromagnetic scattering ${ }^{2}$ by circular disks and apertures, and in the scattering of slow electrons by diatomic molecules. ${ }^{3}$ Physically, it denotes the scattering between a particle and the simplest composite system which can be formed by two particles with a fixed separation. It also denotes the simplest nonspherical scattering.

In the existing spheroidal scattering theory, one often neglects the vector character of the incident electromagnetic waves, or the spin of the incident particles. The reason for such an approach is the mathematical difficulties inherent to these problems. With the inclusion of these features, the wave equation is no longer separable in spheroidal coordinates ${ }^{4}$; and the solutions have to be expressed in terms of infinitely coupled integral equations. The importance of spheroidal potentials in nuclear physics was noticed quite early. Rainwater, Granger, and Spence ${ }^{5}$ pointed out the necessity for introducing such a potential in the determination of nuclear energy levels. The spheroidal potential also plays a role in the droplet model of elementary particles. Without the inclusion of the spin contribution, the spheroidal scattering theory only has a very limited applicability in particle and nuclear physics.

In the present paper, the spheroidal scattering by a simple spin dependent potential is discussed. In Sec. 2 , we discuss the relation between the proposed potential and the spin-dependent potential from the relativistic Dirac equation, and the spheroidal nuclear potential. In Sec. 3, the integral equations for the scattered radial wave functions are given. They are infinitely coupled. A simplification of these equations is accomplished through the study of the 'recurrence relations' for the spheroidal functions in Sec 4. The scattering amplitude is expressed in terms of radial wave functions in Sec. 5. In Sec. 6, an iteration procedure is used for solving the coupled integral equations of the radial function; and the convergence of the solutions is proved.

## 2. THE POTENTIAL

A spin $\frac{1}{2}$ particle with mass $m$ and incident momentum $\mathbf{k}$ is scattered by a prolate spheroidal potential $V(\mathbf{r})$
$V(\mathbf{r})=V_{1}(\mathbf{r})+\boldsymbol{\sigma} \cdot L V_{2}(\mathbf{r}) \equiv \frac{2 \hbar^{2}}{m d^{2}}\left(\frac{U_{1}(\xi)}{\xi^{2}-\eta^{2}}+\boldsymbol{\sigma} \cdot \mathbf{L} \frac{U_{2}(\xi)}{\xi^{2}-\eta^{2}}\right)$.

The potentials $V_{1}(\mathbf{r})$ and $V_{2}(\mathbf{r})$ are short ranged, namely

$$
\boldsymbol{U}_{1}(\xi) \rightarrow O\left(\xi^{-\epsilon}\right)
$$

$$
\begin{equation*}
U_{2}(\xi) \rightarrow O\left(\xi^{-\epsilon}\right) \quad \text { for } \xi \rightarrow \infty \tag{2.2}
\end{equation*}
$$

where $\epsilon$ is a positive number. The prolate spheroidal coordinates of the position vector $\mathbf{r}$ are the variables $\xi, \eta, \phi$ with ( $1 \leq \xi \leq \infty,-1 \leq \eta \leq 1,0 \leq \phi \leq 2 \pi$ ) and $d$ the interfocal distance for the prolate spheroidal coordinate system. $\sigma$ is the Pauli spin operator and $L$ the orbital angular momentum. The first term in Eq. (2.1) denotes the static spheroidal potential, which was used by Stier and Fisk ${ }^{3}$ to describe the scattering of slow electrons by diatomic molecules. It has been used repeatedly by many other workers. In nuclear physics such a potential has been used by Rainwater, Granger, and Spence ${ }^{5}$ in the determination of nuclear energy levels. The second term in Eq. (2.1) denotes the spinorbital spheroidal potential. In the limit, when the interfocal distance $d$ becomes zero, and $\frac{1}{2} d \xi$ takes on a finite value, the nonspherical nature of the spheroidal potential in Eq. (2.1) disappears. The resultant spherical spinorbital potential has been widely used to describe the interaction of an electron with its orbital angular momentum in an atom, and the interaction of a scattered nucleon by atomic nuclei. For the electric interaction, the spherical spin-orbital potential is a consequence of the relativistic Dirac equation and is related to the static potential. In nuclear interactions, the spherical spin-orbital potential is phenomenologically introduced, and its presence still can not be accounted for in terms of a completely satisfactory the oretical explanation. 6 This potential is not of the first order in the velocity and is present even in the nonrelativistic approximation. The recognition of its existence led to very significant advances in the theory of nuclear structure.

It is interesting to compare the nonspherical potential in Eq. (2.1) and the electric potential in the presence of spin. The later has the form

$$
\begin{equation*}
V_{e}(\mathbf{r})=V_{1}(\mathbf{r})+\left(e / 4 m^{2}\right) \mathbf{\sigma} \cdot \nabla V_{1}(\mathbf{r}) \times \mathbf{p} \tag{2.3}
\end{equation*}
$$

where $p$ is the momentum operator of an electron and the velocity of light is taken as unity. The two potentials in Eqs. (2.1) and (2.3) differ from each other but only in a specific region. For a spheroidal potential $V_{1}(\mathbf{r})$, the spin-dependent potentials in Eqs. (2.1) and (2.3) have the same singularity behavior at $\xi=1$, and $\eta= \pm 1$ with the form

$$
\begin{equation*}
O\left\{\left[\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)\right]^{1 / 2}\left(\xi^{2}-\eta^{2}\right)^{-3}\right\} \tag{2.4}
\end{equation*}
$$

They are essentially equivalent in the region $\xi>1$ which is away from singularities. The region, for which they are different, is between both singularities. The choice of the potential $V_{2}(\mathbf{r})$ is able to make this discrepancy small.

A rigorous treatment of the scattering problem with a spheroidal potential given in Eq. (2.3) is, at the present, beyond our theoretical capabilities. Because of the small discrepancy between Eq. (2.1) and Eq. (2.3), a
study of the scattering problem with the potential in Eq.(2.1) will give some insight into the scattering with potential (2.3).

The nuclear interaction between two nucleons is another interesting problem. The interaction, one of ten thinks, is mediated by a pion exchange. The Yukawa potential is associated with such an exchange. It has an exponential tail at large distance and an $r^{-1}$ singularity at the origin. The Coulomb potential for a single charged particle has a similar singularity behavior. It is well known that the Coulomb potential produced by two charged particles is spheroidal symmetric. Now an interesting consequence occurs, if two nucleons are separated by a small distance, which is less than the range of the Yukawa potential. For instance, let these nucleons be located at coordinates $\mathbf{r}_{1}{ }^{\prime}=(0,0, d / 2)$ and $\mathbf{r}_{2}{ }^{\prime}=$ $(0,0,-d / 2)$. The combined potential $V_{p}(r)$ may be written as

$$
\begin{align*}
V_{p}(\mathbf{r}) & =\frac{g}{r_{1}} e^{-\mu r_{1}}+\frac{g}{r_{2}} e^{-\mu r_{2}} \\
& =\frac{4 g \xi \exp [-(\mu d \xi / 2)]}{d\left(\xi^{2}-\eta^{2}\right)}\left\{1+O\left[\left(\frac{\mu d}{2} \eta\right)^{2}\right]\right\}, \tag{2.5}
\end{align*}
$$

where $g$ is a strength constant and $\mu^{-1}$ the range of Yukawa potential. This potential is not spherical symmetric, but is predominantly spheroidal symmetric.

The importance of a spheroidal potential in nuclear physics is illustrated by other considerations. Many nuclei have large nuclear quadrupole moments. This indicates that the basic shape for these nuclei is not spherical, but corresponds to a considerable distortion of the whole nucleus into a spheroidal shape. On the basis of a single-particle model, each nucleon inside these nuclei would move in a spheroidal potential. However, the difficulties in handling the spheroidal scattering problem has prevented the full development of the above considerations. The basic difficulty is created by the presence, even in the nonrelativistic approximation, of the spin-orbit term. Firstly, there are not firm theoretical criteria that will determine the exact form of this term. ${ }^{6}$ Secondly, were the spin-orbit interaction known exactly, its very nature would prevent mathematical tractability of the problem. In spite of these difficulties, the importance of the spheroidal potential in nuclear physics cannot be ignored. The present attempt, with its simplifications, may be viewed as a natural effort to study spheroidal nuclei.

## 3. SCHRÖDINGER EQUATION

The Schrödinger equation for describing a spin $\frac{1}{2}$ particle scattered by the spheroidal potential in Eq. (2.1) has the form
$-\left(\hbar^{2} / 2 m\right) \nabla^{2} \psi+\left[V_{1}(\mathbf{r})+\sigma \cdot \mathbf{L} V_{2}(\mathbf{r})\right] \psi=\left(\hbar^{2} k^{2} / 2 m\right) \psi$,
where $\psi$ is a two-component spinor. The incident particle with momentum $\mathbf{k}$ moves in the direction $\mathbf{n}_{0}=\mathbf{k} / k$, specified by the polar angle $\theta_{0} \equiv \cos ^{-1} \eta_{0}$ and azimuthal angle $\phi_{0}$. The incident wave can be expressed in terms of the spheroidal functions ${ }^{4} S_{m n}(c, \eta)$ and $R_{m n}^{(1)}(c, \xi)$

$$
\begin{align*}
e^{i k r \cos \Theta}\left|X_{i}\right\rangle= & 2 \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} \frac{i^{n}}{N_{m n}(c)} S_{m n}\left(c, \eta_{0}\right) \\
& \left.\times\left. S_{m n}(c, \eta) R_{m n}^{(1)}(c, \xi) e^{i m\left(\phi-\phi_{0}\right)}\right|_{X_{i}}\right\rangle \tag{3.2}
\end{align*}
$$

where

$$
\begin{align*}
& c=\frac{1}{2} k d, \\
& \int_{-1}^{1} S_{m n}(c, \eta) S_{m n^{\prime}}(c, \eta) d \eta=\delta_{n n^{\prime}} N_{m n}(c), \\
& \cos \theta=\cos \theta \cos \theta_{0}+\sin \theta \sin \theta_{0} \cos \left(\phi-\phi_{0}\right), \tag{3.3}
\end{align*}
$$

$N_{m n}(c)$ is the normalization constant for the function $S_{m n}^{m n}(c, \eta), \Theta$ is the angle between the position vector $\mathbf{r}$ and momentum vector $k$. The spinor $\left|\chi_{i}\right\rangle$ denotes the spin polarization of the initial spin direction. It is well known from the general scattering theory that the scattered wave with the final spin polarization $\chi_{f}$ satisfies the integral equation

$$
\begin{align*}
& \psi_{k}^{(+)}\left(\mathbf{r} ; \mathrm{x}_{f}, \mathrm{X}_{i}\right)=e^{i k r \cos \theta}\left\langle\mathrm{x}_{f} \mid \mathrm{X}_{i}\right\rangle \\
& \quad-\frac{m}{2 \pi \hbar^{2}} \sum_{h} \int \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& \quad \times\left\langle\mathrm{x}_{f}\right| V\left(\mathbf{r}^{\prime}\right)\left|\mathrm{x}_{h}\right\rangle \psi_{k}^{(+)}\left(\mathbf{r}^{\prime} ; \mathrm{x}_{h}, \mathrm{x}_{i}\right) d \mathbf{r}^{\prime} \\
& \quad=e^{i k r \cos \theta}\left\langle\mathrm{x}_{f} \mid \mathrm{x}_{i}\right\rangle \\
& \quad-\frac{m}{2 \pi \hbar^{2}} \int \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} V_{1}\left(\mathbf{r}^{\prime}\right)\left\langle\mathrm{x}_{f} \mid \mathrm{x}_{i}\right\rangle \\
& \quad \times \psi_{k}^{(+)}\left(\mathbf{r}^{\prime} ; \mathrm{x}_{f}, \mathrm{X}_{i}\right) d \mathbf{r}^{\prime} \\
& \quad+\frac{m}{2 \pi \hbar^{2}} \sum_{h} \int\left\langle\mathrm{x}_{f}\right| \boldsymbol{\sigma} \cdot \mathrm{L}^{\prime} \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left|\mathrm{x}_{h}\right\rangle \\
& \quad \times V_{2}\left(\mathbf{r}^{\prime}\right) \psi_{k}^{(+)}\left(\mathbf{r}^{\prime} ; \mathrm{x}_{h}, \mathrm{x}_{i}\right) d \mathbf{r}^{\prime} \\
& \quad+i \frac{m}{2 \pi \hbar} \sum_{h} \int\left\langle\mathrm{x}_{f}\right| \sigma \cdot\left(\mathbf{r}^{\prime} \times \mathbf{n}^{\prime}\right) \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\left|\mathrm{x}_{h}\right\rangle \\
& \quad \times V_{2}\left(\mathbf{r}^{\prime}\right) \psi_{k}^{(+)}\left(\mathbf{r}^{\prime} ; \mathrm{x}_{h}, \mathrm{x}_{i}\right) d s^{\prime}, \tag{3.4}
\end{align*}
$$

where $n^{\prime}$ is the unit vector in the normal direction to the surface element $d s^{\prime}$, and $S$ is a surface at infinity. In arriving at the final form of Eq. (3.4), the Green's divergence theorem has been used. The differentiation in the third term of Eq. (3.4) is only with respect to the Green's function $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{-1} \exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)$. The last term in Eq. (3.4) is an integration over the surface at infinity $S$. On account of the short-range nature of the potential $V_{2}(\mathbf{r})$ this term is zero.
The spheroidal potentials $V_{1}(\mathbf{r})$ and $V_{2}(\mathbf{r})$ both have a pair of singularities at $\xi=1, \eta=1$ and $\xi=1, \eta=-1$, respectively. The spherical potential has only one singularity which is located at the origin. This is the characteristic difference between these two types of potential. Such a difference has prevented the approximation of the spheroidal potential by any noncentral form of a spherical potential, and therefore excluded the application of the standard procedure for handling spherical scatter problems.
The Schrödinger equation in Eq. (3.1) is not separable in the spheroidal coordinates. Thus the spheroidal phase shift analysis method is not directly applicable here. An important step in this analysis is the proper handling of the pair of singularities of the spheroidal potential. This procedure is the only one known capable of handling such singularities and will be adopted in the present problem.

The scattered wave $\psi_{k}^{(+)}\left(\mathbf{r} ; \chi_{f}, \chi_{i}\right)$ is expanded in terms of prolate spheroidal functions

$$
\begin{align*}
\psi_{k}^{(+)}\left(\mathrm{r} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right)=2 \sum_{m=-\infty}^{\infty} & \sum_{n=|m|}^{\infty} \frac{i^{n}}{N_{m n}(c)} S_{m n}(c, \eta) \\
& \times T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right) e^{i m \phi} \tag{3.5}
\end{align*}
$$

The prolate spheroidal expansion of the free-space Green's function is written as

$$
\begin{align*}
& \frac{\exp \left(i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}=\frac{i k}{2 \pi} \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} \frac{1}{N_{m n}(c)} \\
& \quad \times R_{m n}^{(1)}\left(c, \xi_{<}\right) R_{m n}^{(3)}\left(c, \xi_{>}\right) S_{m n}(c, \eta) \\
& \quad \times S_{m n}\left(c, \eta^{\prime}\right) e^{i m\left(\phi-\phi^{\prime}\right)} \tag{3.6}
\end{align*}
$$

where

$$
\begin{align*}
& R_{m n}^{(1)}\left(c, \xi_{<}\right) R_{m n}^{(3)}\left(c, \xi_{>}\right) \\
& \quad= \begin{cases}R_{m n}^{(1)}(c, \xi) R_{m n}^{(3)}\left(c, \xi^{\prime}\right), & \xi<\xi^{\prime} \\
R_{m n}^{(1)}\left(c, \xi^{\prime}\right) R_{m n}^{(3)}(c, \xi), & \xi>\xi^{\prime}\end{cases} \tag{3.7}
\end{align*}
$$

The vector $\mathbf{r}^{\prime}$ has the spheroidal coordinates $\xi^{\prime}, \eta^{\prime}$, and $\phi^{\prime}$ 。Equations (3.2), (3.5), and (3.6) permit us to express the integral equation Eq. (3.4) in the following form:

$$
\begin{align*}
& T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right)=S_{m n}\left(c, \eta_{0}\right) e^{-i m \phi_{0}} R_{m n}^{(1)}(c, \xi)\left\langle\mathrm{x}_{f} \mid \mathrm{x}_{i}\right\rangle \\
& \quad-i c \int_{1}^{\infty} d \xi^{\prime} R_{m n}^{(1)}\left(c, \xi_{<}\right) R_{m n}^{(3)}\left(c, \xi_{>}\right) U_{1}\left(\xi^{\prime}\right) \\
& \quad \times T_{m n}\left(c, \xi^{\prime} ; \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right) \\
& \quad+\sum_{j} \sum_{h}\left\langle\mathrm{x}_{f}\right| \sigma_{j}\left|\mathrm{x}_{h}\right\rangle W_{m n}^{j}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{x}_{h}, \chi_{i}\right) \tag{3.8}
\end{align*}
$$

where

$$
\begin{align*}
& W_{m n}^{j}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{X}_{\boldsymbol{h}}, \mathrm{X}_{i}\right) \\
& =\frac{i c}{(2 \pi)^{2}}(-i)^{n} \int_{-1}^{1} d \eta \int_{0}^{2 \pi} d \phi S_{m n}(c, \eta) e^{-i m \phi} \\
& \times \sum_{m^{\prime}=-\infty}^{\infty} \sum_{n^{\prime}=1 m^{\prime} \mid}^{\infty} \sum_{m^{\prime \prime}=-\infty}^{\infty} \sum_{n^{\prime \prime}=1 m^{\prime \prime} 1}^{\infty} i^{\prime \prime} \frac{1}{N_{m^{\prime \prime} n^{\prime \prime}}(c)} \frac{1}{N_{m^{\prime} n^{\prime}}(c)} \\
& \times \int_{1}^{\infty} d \xi^{\prime} \int_{-1}^{1} d \eta^{\prime} \int_{0}^{2 \pi} d \phi^{\prime} S_{m^{\prime} n^{\prime}}\left(c, \eta^{\prime}\right) e^{i m^{\prime} \phi^{\prime}} \\
& \times T_{m^{\prime} n^{\prime}}\left(c, \xi^{\prime} ; \mathbf{n}_{0} ; \chi_{h}, \chi_{i}\right) U_{2}\left(\xi^{\prime}\right) \\
& \times L^{\prime} j R{\underset{m}{ }{ }^{\prime \prime} n^{\prime \prime}}_{(1)}\left(c, \xi_{<}\right) R \underset{m^{\prime \prime} n^{\prime \prime}}{(3)}\left(c, \xi_{>}\right) \\
& \times S_{m^{\prime \prime} n^{n}}(c, \eta) S_{m^{\prime \prime} n^{\prime \prime}}\left(c, \eta^{\prime}\right) e^{i m^{\prime \prime}\left(\phi^{-} \phi^{\prime}\right)}, \\
& \text { for } j=+,-, 0 \text {. } \tag{3.9}
\end{align*}
$$

The spin matrices and angular momentum operators in Eqs. (3.9), (3.10), and (3.11) are defined in the usual fashion

$$
\begin{array}{ll}
\sigma_{ \pm}=\frac{1}{2}\left(\sigma_{x} \pm i \sigma_{y}\right), & \sigma_{0}=\sigma_{z}  \tag{3.10}\\
L^{\prime \pm}=L_{x}^{\prime} \pm i L_{y}^{\prime}, & L^{\prime} 0=L_{z}^{\prime}
\end{array}
$$

The integrations in Eq. (3.9) with respect to the variables $\eta, \phi, \eta^{\prime}$, and $\phi^{\prime}$ will be discussed in the next section and are performed by using the "recurrence relations" for the spheroidal functions.

## 4. "RECURRENCE RELATIONS"

The "recurrence relations" for the spheroidal functions have been studied by Marx and Chako. 7 The most well-known recurrence relations are those among the
three contiguous hypergeometric or confluent hypergeometric functions. The differential equations satisfied by the spheroidal functions has an irregular point at infinity in addition to regular points for the values $\pm 1$ of the respective variables, and is not a hypergeometric type. The coefficients in the "recurrence relations" for the spheroidal functions can not be reduced to simple expressions in the variable and in the parameters, as is the case for functions of the hypergeometric type. These coefficients involve products of the functions themselves. The relations are obtained through a method suggested by Whittaker 8 in his derivation of the "recurrence relations" for Mathieu functions, which are also not hypergeometric. In that method an integral representation of the spheroidal radial functions $R{\underset{m n}{(i)}(c, \xi) \text { in terms of the }}_{(c)}$ spheroidal angle functions $S_{m n}(c, \xi)$ is used

$$
\begin{equation*}
R_{m n}^{(i)}(c, \xi)=\int_{a}^{b} K_{m}(\eta, \xi) S_{m n}(c, \eta) d \eta \tag{4.1}
\end{equation*}
$$

The function $K_{m}(\eta, \xi) \exp (-i m \phi)$ satisfies Helmholtz's equation, provided that

$$
\begin{equation*}
\left(1-\eta^{2}\right)\left(S_{m n}(c, \eta) \frac{\partial}{\partial \eta} K_{m}(\xi, \eta)-K_{m}(\xi, \eta) \frac{\partial}{\partial \eta} S_{m n}(c, \eta)\right) \tag{4.2}
\end{equation*}
$$

takes the same value at both ends of the integration limit $a$ and $b$. The detailed derivation of "recurrence relations" might be found in the papers by Marx and Chako. ${ }^{7}$ We will give a brief discussion of these "recurrence relations," which are related to the evaluation of the integrations in Eq. (3.9), in the Appendix.

The angular momentum operators in the spheroidal coordinates have the forms

$$
\begin{align*}
& L^{ \pm}= \pm \hbar\left[\frac{\rho}{\xi^{2}-\eta^{2}}\left(\eta \frac{\partial}{\partial \xi}-\xi \frac{\partial}{\partial \eta}\right) e^{ \pm i \phi} \pm \frac{i e^{ \pm i \phi}}{\rho} \xi \eta \frac{\partial}{\partial \phi}\right. \\
& L_{0}=-i \hbar \frac{\partial}{\partial \phi} \tag{4.3}
\end{align*}
$$

where

$$
\begin{equation*}
\rho=\left[\left(\xi^{2}-1\right)\left(1-\eta^{2}\right)\right]^{1 / 2} \tag{4.4}
\end{equation*}
$$

The "recurrence relations" are expressed as

$$
\begin{align*}
& \hbar A_{m n, n}^{(i, \pm)}, R_{m n}^{(i)}(c, \xi) e^{-i m \phi}=\int_{-1}^{1} d \eta S_{m n}(c, \eta) L^{ \pm} R_{m \pm 1, n}^{(i)},(c, \xi) \\
& \quad \times S_{m \pm 1, n},(c, \eta) e^{-i(m \pm 1) \phi}, \quad \text { for } i=1,2,3,4 . \tag{4.5}
\end{align*}
$$

The constants quantities $A_{m i n, \pi^{\prime}}^{(i, \pm)}$ are determined from the asymptotic behaviors of the spheroidal radial functions $R_{m n}^{(i)}(c, \xi)$ along with their relations

$$
\begin{align*}
& R_{m n}^{(1)}(c, \xi)=\frac{1}{2}\left[R_{m n}^{(3)}(c, \xi)+R_{m n}^{(4)}(c, \xi)\right]  \tag{4.6}\\
& R_{m n}^{(2)}(c, \xi)=(1 / 2 i)\left[R_{m n}^{(3)}(c, \xi)-R_{m n}^{(4)}(c, \xi)\right]
\end{align*}
$$

One obtains thus

$$
\begin{align*}
& A_{m, n}^{(i, \pm)}= e^{i\left(n-n^{\prime}\right) \pi / 2} \int_{-1}^{1} d \eta S_{m n}(c, \eta) \\
& \times\left(\frac{(m \pm 1) \eta}{\left(1-\eta^{2}\right)^{1 / 2}} S_{m \pm 1, n^{\prime}}(c, \eta)\right. \\
& \mp\left(1-\eta^{2}\right)^{1 / 2} \frac{d}{d \eta} S_{m \pm 1, n^{\prime}}(c, \eta), \\
& \text { for } n-n^{\prime}=\text { even }  \tag{4.7}\\
& A_{\left(i_{n, n}^{(i, \pm)},\right.}=0, \quad \text { for } n-n^{\prime}=\text { odd. } \tag{4.8}
\end{align*}
$$

Equations (4.7) and (4.8) express the fact that the constants $A_{m, \pm n}^{(i, \pm)}$ do not depend on the index $i$, which denotes the kind of the spheroidal radial function $R_{m n}^{(i)}(c, \xi)$ in Eq. (4.5). For simplicity we write

$$
\begin{equation*}
A_{m n, n}^{ \pm}=A_{m n, n}^{(i, \pm)}, \tag{4.9}
\end{equation*}
$$

After tedious but straightforward manipulations, the "recurrence relations" in Eq. (4.5) yield the following set of equations:

$$
\begin{align*}
\int_{-1}^{1} d \eta & \int_{-1}^{1} d \eta^{\prime} \int_{0}^{2 \pi} d \phi \int_{0}^{2 \pi} d \phi^{\prime} S_{m n}(c, \eta) e^{-i m \phi} \\
& \times S_{m^{\prime} n},\left(c, \eta^{\prime}\right) e^{i m^{\prime} \phi^{\prime} L^{\prime} \pm} R_{m^{\prime \prime} n^{\prime \prime}}^{(i)}\left(c, \xi^{\prime}\right) \\
& \times S_{m^{\prime \prime} n^{\prime \prime}}(c, \eta) S_{m^{\prime \prime} n^{\prime \prime}}\left(c, \eta^{\prime}\right) e^{i m^{\prime \prime}\left(\phi^{-} \phi^{\prime}\right)}  \tag{4.10}\\
= & (2 \pi)^{2} \hbar \phi_{m^{\prime \prime}, m^{\prime}+1} \delta_{m m^{\prime \prime}} \delta_{n n^{\prime \prime}} A_{m^{\prime} n^{\prime}, n^{\prime}}^{ \pm} N_{m n}(c) R_{m^{\prime} n^{\prime}}^{(i)}\left(c, \xi^{\prime}\right)
\end{align*}
$$

In obtaining Eq. (4.10) one also uses the orthogonality relations in Eq. (3.3) of the spheroidal angle functions $S_{m n}(c, \eta)$.

The above integrations appear in Eq. (3.9) and have been performed through the utilization of the "recurrence relations." The other integrations in Eq. (3.9) are similar to these, with the operators $L^{\prime \pm}$ replaced by $L^{\prime 0}$. The evaluation of these integrations is simpler and is accomplished by means of the orthogonality relations in Eq. (3.3):

$$
\begin{align*}
\int_{-1}^{1} d \eta & \int_{-1}^{1} d \eta^{\prime} \int_{0}^{2 \pi} d \phi \int_{0}^{2 \pi} d \phi^{\prime} S_{m n}(c, \eta) e^{-i m \phi} S_{m^{\prime} n^{\prime}}\left(c, \eta^{\prime}\right) e^{i m^{\prime} \phi^{\prime}} \\
& \times L^{\prime} 0 R R_{m^{\prime \prime} n^{\prime}}^{(i)}\left(c, \xi^{\prime}\right) S_{m^{\prime \prime} n^{\prime \prime}}(c, \eta) S_{m^{\prime \prime} n^{\prime \prime}}\left(c, \eta^{\prime}\right) e^{i m^{\prime \prime}\left(\phi-\phi^{\prime}\right)} \\
= & -(2 \pi)^{2} m \hbar \delta_{n n^{\prime}} \delta_{n n^{\prime \prime}} \delta_{m m^{\prime}} \delta_{m m^{\prime \prime}} N_{m n}^{2}(c) R_{m^{\prime} n^{\prime}}^{(i)}\left(c, \xi^{\prime}\right) \tag{4.11}
\end{align*}
$$

By using the above relations the functions $W_{m n}^{j}(c, \xi ;$ $\mathbf{n}_{0} ; X_{h}, X_{i}$ ) in Eq. (3.9) can be written as

$$
\begin{align*}
& W_{m n}^{\jmath}\left(c, \xi ; \mathbf{n}_{0} ; \mathrm{x}_{h}, \chi_{i}\right) \\
& =i c \sum_{m^{\prime}=-\infty}^{\infty} \sum_{n^{\prime}=1 m^{\prime} \mid}^{\infty} \int_{1}^{\infty} d \xi^{\prime} R_{m n}^{(1)}\left(c, \xi_{<}\right) R_{m^{\prime} n^{\prime}}^{(3)}\left(c, \xi_{>}\right) U_{2}\left(\xi^{\prime}\right) \\
& \quad \times D_{m n, m^{\prime} n^{\prime}}^{j} T_{m^{\prime} n^{\prime}}\left(c, \xi^{\prime} ; \mathrm{n}_{0} ; \chi_{h}, \mathrm{x}_{i}\right) \tag{4.12}
\end{align*}
$$

where

$$
\begin{equation*}
D_{m n, m^{\prime} n^{\prime}}^{ \pm}=(-i)^{n-n^{\prime} \hbar N_{m^{\prime} n^{\prime}}^{-1}(c) \delta_{m, m^{\prime} \pm 1} A_{m}^{ \pm} n^{\prime}, n} \tag{4.13}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{m n, m^{\prime} n^{\prime}}^{0}=-m \hbar \delta_{m m} \delta_{n n^{\prime}} \tag{4.14}
\end{equation*}
$$

The recurrence relations among the associated Legendre functions have played an essential role in arriving at the simple form of the spherical scattering formulation. Due to their complexity, the "recurrence relations" among the spheroidal angle functions only play a limited role. These differences may be seen as follows. Each of the quantities $D_{\dot{m} n, m^{\prime} n^{\prime}}$, contain at least a Kronecker delta. Then, only one of the two infinite sums is present in Eq. (4.12). In the spherical case, i.e., $c \rightarrow 0$, each of the quantities $D_{m n, m^{\prime} n^{\prime}}^{j}$ contains two Kronecker deltas. The additional one comes from the "recurrence" coefficients $A_{m n, n}^{ \pm}$,

$$
\begin{align*}
& \mathrm{A}_{m n, n^{\prime}}^{-} \xrightarrow{c \rightarrow 0} \frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!} \delta_{n n^{\prime}} \\
& A_{m n, n^{\prime}}^{+} \xrightarrow{c \rightarrow 0} \frac{2}{2 n+1} \frac{(n+m+1)!}{(n-m-1)!} \delta_{n n^{\prime}} \tag{4.15}
\end{align*}
$$

That is to say that in the spherical case the infinite sum in Eq. (4.12) is not present and the scattering formulation is greatly simplified.

## 5. SCATTERING AMPLITUDE

The radial functions $T_{m n}\left(c, \xi ; \chi_{f}, \chi_{i}\right)$ of the scattering wave satisfy the coupled integral equations in Eq. (3.8). For the scattering problem one has to find their asymptotic forms and the scattering amplitude. Suppose these functions have the following asymptotic forms:

$$
\begin{align*}
& T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \chi_{f}, \chi_{i}\right) \xrightarrow{c \xi \rightarrow \infty} \\
& S_{m n}\left(c, \eta_{0}\right) e^{-m \phi_{0}(1 / c \xi) \cos \left[c \xi-\frac{1}{2}(n+1) \pi\right]\left\langle\chi_{f} \mid \chi_{i}\right\rangle} \\
& +(1 / c \xi) \exp i\left[c \xi-\frac{1}{2}(n+1) \pi\right] K_{m n}\left(\mathrm{n}_{0} ; \chi_{f}, \chi_{i}\right) . \tag{5.1}
\end{align*}
$$

Quantities $S_{m n}(c, \eta)$ and $K_{m n}\left(\chi_{f}, \chi_{i}\right)$ are obtained through Eq. (3.8) with the aid of the asymptotic forms ${ }^{4}$ of the spheroidal radial function $R_{m n}^{(1)}(c, \xi)$ and $R_{m n}^{(3)}(c, \xi)$ :

$$
\begin{align*}
& R_{m n}^{(1)}(c, \xi) \xrightarrow{c \xi \rightarrow \infty}(1 / c \xi) \cos \left[c \xi-\frac{1}{2}(n+1) \pi\right]  \tag{5.2}\\
& R_{m n}^{(3)}(c, \xi) \xrightarrow{c \xi \rightarrow \infty}(1 / c \xi) \exp i\left[c \xi-\frac{1}{2}(n+1) \pi\right] . \tag{5.3}
\end{align*}
$$

These constants can be expressed as

$$
\begin{align*}
& K_{m n}\left(\mathrm{n}_{0} ; \mathrm{\chi}_{f}, \mathrm{\chi}_{i}\right) \\
& \quad=-i c \int_{1}^{\infty} d \xi^{\prime} R_{m n}^{(1)}\left(c, \xi^{\prime}\right) U_{1}\left(\xi^{\prime}\right) T_{m n}\left(c, \xi^{\prime} ; \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right) \\
& \quad+i c \sum_{j} \sum_{h}\left\langle\mathrm{x}_{f}\right| \sigma_{j}\left|\chi_{h}\right\rangle \sum_{m^{\prime}-\infty}^{\infty} \sum_{n^{\prime}=\left|m^{\prime}\right|}^{\infty} \int_{1}^{\infty} d \xi^{\prime} R_{m^{\prime}}^{(1)} n_{n^{\prime}}\left(c, \xi^{\prime}\right) U_{2}\left(\xi^{\prime}\right) \\
& \quad \times D_{m n, m^{\prime} n^{\prime}}^{j} T_{m^{\prime} n^{\prime}}\left(c, \xi^{\prime} ; \mathrm{n}_{0} ; \mathrm{x}_{h}, \mathrm{X}_{i}\right\rangle . \tag{5.4}
\end{align*}
$$

The scattering amplitude $f_{k}\left(\mathbf{n}, \mathbf{n}^{\prime} ; \mathrm{x}_{f}, \mathrm{X}_{i}\right)$ is related to the asymptotic form of the scattered wave $\psi_{k}^{(+)}\left(\mathbf{r} ; X_{f}, X_{i}\right)$.
$\psi_{k}^{(+)}\left(\mathbf{r} ; \chi_{f}, \chi_{i}\right) \xrightarrow{r \rightarrow \infty} e^{i \mathbf{k} \cdot \mathbf{r}}+(1 / r) e^{i k r} f_{k}\left(\mathrm{n}, \mathrm{n}_{0} ; \chi_{f}, \chi_{i}\right)$,
where the unit vector $n=\mathbf{r} / r$ denotes the direction for the particle after scattering. Using Eqs. (3.5), (5.1), and (5.2) we obtain

$$
\begin{align*}
& f_{k}\left(\mathbf{n}, \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right) \\
& \quad=\frac{\mathbf{2}}{i k} \sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty} N_{m n}^{-1}(c) S_{m n}(c, \eta) e^{i m \phi} K_{m n}\left(n_{0} ; \chi_{f}, \chi_{i}\right) . \tag{5.6}
\end{align*}
$$

The above expression of the scattering amplitude involves four summations with respect to indices $m$ and $n$. Two of these are explicit. The other two are from the expression in Eq. (5.4) for the quantity $K_{m n}\left(\chi_{f}, \chi_{i}\right)$. These four summations can be reduced to two by noting the following representations for the "recurrence" constants $A_{m n, n^{\prime}}^{ \pm}$and the normalization constant $N_{m n}(c)$ :

$$
\begin{align*}
& A_{m n, n^{\prime}}^{ \pm} \delta_{m \pm 1, m^{\prime}}=\frac{i n-n^{\prime}}{2 \pi \hbar} \int_{-1}^{1} d \eta \int_{0}^{2 \pi} d \phi S_{m n}(c, \eta) e^{i m \phi} \\
& \times L_{\mathrm{S}}^{ \pm} S_{m^{\prime} n^{\prime}}(c, \eta) e^{-i m^{\prime} \phi}  \tag{5.7}\\
& m N_{m n}(c) \delta_{m m^{\prime}} \delta_{n n^{\prime}}=\frac{-1}{2 \pi \hbar} \int_{-1}^{1} d \eta \int_{0}^{2 \pi} d \phi S_{m n}(c, \eta) e^{i m \phi} \\
& \times L_{S}^{0} S_{m^{\prime} n^{\prime}}(c, \eta) e^{-i m^{\prime} \phi} \tag{5.8}
\end{align*}
$$

where $L_{S}^{ \pm}$and $L_{S}^{0}$ are the angular momentum operators $L$ in the spherical coordinates with the polar angle $\theta=$
$\cos ^{-1} \eta$ and azimuth angle $\phi$. From Eqs. (5.7) and (5.8), we rewrite quantities $D_{m n, m^{\prime} n^{\prime}}^{j}$ in Eqs. (4.13) and (4.14) as follows:

$$
\begin{align*}
D_{m n, m^{\prime} n^{\prime}}^{j}=[ & {\left[2 \pi N_{m^{\prime} n^{\prime}}(c)\right]^{-1} \int_{-1}^{1} d \eta \int_{0}^{2 \pi} d \phi } \\
& \times S_{m^{\prime} n^{\prime}}(c, \eta) e^{i m^{\prime} \phi} L_{S}^{j} S_{m n}(c, \eta) e^{-i m \phi} \tag{5.9}
\end{align*}
$$

A direct evaluation of the integration with respect to angle $\phi$ will lead from Eqs. (5.7), (5.8), and (5.9) to Eqs. (4.7), (3.3), and (4.13), respectively. The spheroidal angle functions satisfy the completeness relation

$$
\begin{array}{r}
\sum_{m=-\infty}^{\infty} \sum_{n=|m|}^{\infty}\left[2 \pi N_{m n}(c)\right]^{-1} S_{m n}(c, \eta) S_{m n}\left(c, \eta^{\prime}\right) e^{i m\left(\phi^{-}-\varphi^{\prime}\right)} \\
=\delta\left(\eta-\eta^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right) \tag{5.10}
\end{array}
$$

Substituting Eqs. (5.4), (5.5), (5.9), and (5.10) into Eq. (5.7) one arrives at

$$
\begin{align*}
& f_{k}\left(\mathbf{n}, \mathbf{n}_{0} ; \mathrm{x}_{f}, \mathrm{X}_{i}\right)=-d \sum_{m=-\infty}^{\infty} \sum_{n=\mid m \mathrm{i}}^{\infty} N_{m n}^{-1} \\
& \quad \times \sum_{h} \int_{1}^{\infty} d \xi R_{m n}^{(1)}(c, \xi)\left\langle\mathrm{x}_{f}\right| U_{1}(\xi)+U_{2}(\xi) \sigma \cdot \mathbf{L}_{s}\left|\mathrm{x}_{h}\right\rangle \\
& \quad \times S_{m n}(c, \eta) e^{i m \phi} T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{x}_{h}, \mathrm{x}_{i}\right) . \tag{5.11}
\end{align*}
$$

Comparing with Eq. (5.6) the expression in Eq. (5.11) for the scattering amplitude $f_{k}\left(\mathrm{n} ; \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{X}_{i}\right)$ is considerably simplified.

## 6. RADIAL FUNCTION

A further investigation of the scattering amplitude as expressed in Eq. (5.11) leads us to a study of the radial function $T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{x}_{h}, \mathrm{x}_{i}\right)$ and its integral equation in Eq. (3.8). A formal representation for the function $T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{X}_{h}, \mathrm{X}_{i}\right)$ can be obtained through Eq. (3.8) by a direct iteration procedure resulting in the usual Born series. The convergence problem, for a static potential, of Born expansion has been studied by a number of authors. ${ }^{9}$ To insure proper convergence they have imposed a condition on potential $V(\mathbf{r})$

$$
\begin{equation*}
|V(\mathbf{r})| \leq M r^{-2} \tag{6.1}
\end{equation*}
$$

where $M$ is a finite constant. The above potential has only one singularity which is located at the origin. The spheroidal potential in Eq. (2.1) has a pair of singularities, which are located at the foci of the spheroidal coordinates. This discrepancy clouds the formal representation for the spheroidal radial function. In this section the problem will be clarified.

The Born series has the form

$$
\begin{align*}
& T_{m n}\left(c, \xi ; \mathrm{n}_{0} ; \mathrm{x}_{f}, \mathrm{x}_{i}\right)=R_{m n}^{(1)}(c, \xi) S_{m n}\left(c, \eta_{0}\right) e^{-i m \varphi_{0}} \delta_{f i} \\
& \quad+\sum_{j} \sum_{m_{1}=-\infty}^{\infty} \sum_{n_{1}=1 m_{1}+} \sum_{\mathrm{x}_{1}} \int_{1}^{\infty} d \xi_{1} \cdots \sum_{m_{j}=-\infty}^{\infty} \sum_{n_{j}=\left|m_{j}\right|}^{\infty} \int_{1}^{\infty} d \xi_{j} \\
& \quad \times K_{m n, m_{1} n_{1}}\left(c ; \xi, \xi_{1} ; \mathrm{x}_{f}, \mathrm{x}_{1}\right) \ldots \\
& \quad \times K_{m_{j-1} n_{j-1}, m_{j} n_{j}}\left(c ; \xi_{j-1}, \xi_{j} ; \mathrm{x}_{j-1}, \mathrm{x}_{i}\right) \\
& \quad \times R_{m_{j} n_{j}}^{(1)}\left(c, \xi_{j}\right) S_{m_{j} n_{j}}\left(c, \eta_{0}\right) e^{-i m_{j} \varphi_{0}}, \tag{6.2}
\end{align*}
$$

where

$$
\begin{align*}
& K_{m_{l} n_{l}}, m_{k} n_{k} \\
&\left(c ; \xi_{l}, \xi_{k} ; \mathrm{X}_{l}, \mathrm{X}_{k}\right) \\
&=-i c R_{m_{l}}^{(1)}\left(c, \xi_{l}^{l k}\right) R_{m_{k} n_{k}}^{(3)}\left(c, \xi_{>}^{l k}\right) \\
& \times\left[U_{1}\left(\xi_{k}\right) \delta_{m_{l} m_{k}} \delta_{n_{l} n_{k}} \delta_{x_{l}}(k\right.  \tag{6.3}\\
&\left.+U_{2}\left(\xi_{k}\right)\left\langle x_{l}\right| \sigma \cdot \mathrm{D}_{m_{l} n_{l}, m_{k} n_{k}}\left|X_{k}\right\rangle\right] .
\end{align*}
$$

The symbol $\xi_{{ }^{l k}\left({ }_{l}^{l k}\right)}^{(k)}$ denotes the smaller (larger) of the variables $\xi_{l}$ and $\xi_{k}$. To prove the convergence of the

Born series in Eq. (6.2), at first, one has to verify the existence of each term in the series. This is accomplished through the study of each iterated kernel $K_{m_{l} l_{l}, m_{k} n_{k}}\left(c ; \xi_{l}, \xi_{k} ; \chi_{l}, \chi_{k}\right)$. In Eq. (6.3) the spheroidal radial function $R_{m n}^{(1)}(c, \xi)$ is regular at $\xi=1$ and has the asy mptotic form

$$
\begin{align*}
& R_{m n}^{(1)}(c, \xi) \underset{\xi \rightarrow 1}{ } O\left[\left(\xi^{2}-1\right)^{m / 2}\right]  \tag{6.4}\\
& R_{m n}^{(1)}(c, \xi) \underset{\xi \rightarrow \infty}{\xi \rightarrow}(1 / c \xi) \cos \left[c \xi-\frac{1}{2}(n+1) \pi\right] \tag{6.5}
\end{align*}
$$

The function $R_{m n}^{(3)}(c, \xi)$ has a singularity at $\xi=1$.

$$
\begin{equation*}
R_{m n}^{(3)}(c, \xi) \underset{\xi \rightarrow 1}{\longrightarrow} O\left[\left(\xi^{2}-1\right)^{-m / 2}\right] \tag{6.6}
\end{equation*}
$$

and the symptotic form

$$
\begin{equation*}
R_{m n}^{(3)}(c, \xi) \underset{\xi \rightarrow \infty}{\longrightarrow}(1 / c \xi) \exp i\left[c \xi-\frac{1}{2}(n+1) \pi\right] . \tag{6.7}
\end{equation*}
$$

In region between $\xi=1$ to $\xi=\infty$, these two functions $R_{m n}^{(1)}(c, \xi)$ and $R_{m n}^{(3)}(c, \xi)$ are regular. The coefficient $\mathrm{D}_{m n, m^{\prime} n^{\prime}}$ in Eq. (6.3) depends on the spheroidal angle function $S_{m n}(c, \eta)$ through Eq. (5.9). For larger order of $n$, the later function can be approximately expressed as

$$
\begin{equation*}
S_{m n}(c, \eta) \sim P_{n}^{m}(\eta) \quad \text { at } n \gg c . \tag{6.8}
\end{equation*}
$$

The associated Legendre function $P_{n}^{m}(\eta)$ satisfies the following recurrence relations

$$
\begin{align*}
& L_{\mathrm{J}} P_{n}^{m}(\eta) e^{-i m \phi}=\hbar(n+m)(n-m+1) P_{n}^{m-1}(\eta) e^{-i(m-1) \phi}, \\
& L_{S}^{-} P_{n}^{m}(\eta) e^{-i m \phi}=\hbar P_{n}^{m+1}(\eta) e^{-i(m+1) \phi},  \tag{6.9}\\
& L_{S}^{0} P_{n}^{m}(\eta) e^{-i m \phi}=-m \hbar P_{n}^{m}(\eta) e^{i m \phi} .
\end{align*}
$$

The spheroidal angle function $S_{m n}(c, \eta)$ is usually expanded as an infinite sum of the associated Legendre function ${ }^{4}$

$$
\begin{equation*}
S_{m n}(c, \eta)=\sum_{r=0,1}^{\infty} d_{r}^{m n}(c) P^{m}|m|+r(\eta) \tag{6.10}
\end{equation*}
$$

where the prime over the summation sign indicates that the summation is only over even (odd) values of $r$ when $n-m$ is even (odd). As $r$ approaches infinity the ratio $d_{r}^{m n} / d_{r=2}^{m n}$ goes to zero as $-c^{2} /\left(4 r^{2}\right)$. It implies the absolute convergence of the expansion in Eq. (6.10) for all finite $\eta$. The orthogonality relation among the associated Legendre functions yields the coefficient $d_{r}^{m n}(c)$

$$
\begin{align*}
d_{\gamma}^{m n}(c)=\frac{2|m|+2 r+1}{2} & \frac{(|m|+r-m)!}{(|m|+r+m)!} \\
& \int_{-1}^{1} S_{m n}(c, \eta) P_{|m|+r}^{m}(\eta) d \eta . \tag{6.11}
\end{align*}
$$

Taking into account Eqs. (6. 8), (6.9), (6.10), and (6.11), one arrives at the approximate expressions for coefficients $D_{m, m^{\prime} n^{\prime}}$ at large orders of $n^{\prime}$ :

$$
\begin{align*}
& D_{m n, m^{\prime} n^{\prime}}^{+} \sim \hbar\left(n^{\prime}+m^{\prime}+1\right)\left(n^{\prime}-m^{\prime}\right) \delta_{m, m^{\prime}+1} d_{n^{\prime}-\mid m b}^{m n} \\
& D_{m n, m^{\prime} n^{\prime}}^{-} \sim \hbar \delta_{m, m^{\prime}-1} d_{n^{\prime}-i m \mid}^{m,},  \tag{6.12}\\
& D_{m n, m^{\prime} n^{\prime}}^{0} \sim-m \hbar \delta_{m, m^{\prime}} \delta_{n n^{\prime}}, \quad \text { for } n^{\prime} \gg c .
\end{align*}
$$

The existence of the following series can be understood as follows:

$$
\sum_{m_{j}=-\infty}^{\infty} \sum_{n_{j}=\left|m_{j}\right|}^{\infty} \sum_{x_{j}} \int_{1}^{\infty} d \xi_{j} K_{m_{j-1} n_{j-1}, m_{j} n_{j}}\left(c ; \xi_{j-1}, \xi_{j} ; \chi_{j-1}, \chi_{j}\right) .
$$

The $\xi_{j}$ dependence of the kernel in Eq. (6.13) is through the spheroidal radial functions $R_{m_{j} n_{j}}^{(1)}\left(c, \xi_{j}\right)$ and
$R_{m_{j}{ }_{j}}^{(3)}\left(c, \xi_{j}\right)$, and the short range potentials $U_{1}\left(\xi_{j}\right)$ and $U_{2}\left(\xi_{j}\right)$. Then Eqs. (6.4), (6.5), (6.6), (6.7), (6.12), and (2.2) guarantee the absolute and uniform convergence of the improper integral with respect to $\xi_{j}$. The finite sum $\Sigma_{x_{j}}$ does not create a problem. The main dependence on the indices $m_{j-1}, n_{j-1}, m_{j}$, and $n_{j}$ in the kernel is through the coefficients $\mathrm{D}_{m_{j-1} n_{j-1}, m_{j} n_{j}}$. The asymptotic behavior of the infinite series with respect to the indices $m_{j}$ and $n_{j}$ in Eq. (6.13). We shall denote the uniform bound of the series in Eq. (6.13) by $B(c, V)$, which is a monotonic function of the spheroidal parameter $c$ and the strength $V$ of the potential $V(r)$ in Eq. (2.1). Then the Born series is bounded by the series

$$
\begin{equation*}
A\left[1+\sum_{j} B^{j}(c, V)\right] \tag{6.14}
\end{equation*}
$$

where $A$ is the least upper bound

$$
A=\text { l.u.b. }\left[R_{m n}^{(1)}(c, \xi) S_{m n}\left(c, \eta_{0}\right) e^{-i m \phi_{0}}\right] .
$$

For $B(c, V)<1$, the Born series is absolutely and uniformly convergent.

## APPENDIX

To prove "recurrence relations" in Eq. (4.5), we first choose function $K_{m}(\eta, \xi) \exp (-i m \phi)$ in Eq. (4.2) as $R_{m n^{\prime}}^{(i)}(c, \xi) S_{m n^{\prime}}(c, \eta) \exp (-i m \phi)$, which obviously satisfies Helmholtz's equation. The angular momentum operators $L^{ \pm}$commute with the Laplace operator. This allows us to choose $K_{m}(\eta, \xi) \exp (-i m \phi)$ as $L^{ \pm} R_{m \pm 1, n^{\prime}}^{(i)}(c, \xi)$ $S_{m \pm 1, n^{\prime}}(c, \xi) \exp [-i(m \pm 1) \phi]$. From Eq. (4.1) or from Eq. (5.1.5) of the book by Flammer, ${ }^{4}$ we obtain

$$
\begin{aligned}
& \tilde{R}_{m n}^{(i,+)}(c, \xi) e^{-i m \phi} \\
& \quad=\int_{-1}^{1} d \eta S_{m n}(c, \eta) L^{ \pm} R_{m \pm 1, n^{\prime}}^{(i)}(c, \xi) S_{m \pm 1, n^{\prime}}(c, \eta) e^{-i(m \pm 1) \phi},
\end{aligned}
$$

where $\mathbf{R}^{(i, \pm n}(c, \xi) e^{-i m \phi}$ is a spheroidal radial function. In Eq. (A1) The integration limits are taken as -1 and 1 , for which the condition imposed by Eq. (4.2) is satisfied. The spheroidal radial function $\tilde{\mathbf{R}}_{m n}^{(i)}(c, \xi)$ can be expressed in terms of two independent spheroidal radial functions

$$
\begin{equation*}
\tilde{R}_{m n}^{(i, f)}(c, \xi)=a_{m n, n^{\prime}}^{(i, t)}, R_{m n}^{(3)}(c, \xi)+b_{m n, n^{\prime}}^{(i, t)} R_{m n}^{(4)}(c, \xi), \tag{A2}
\end{equation*}
$$

where constants $a_{m}^{(i, n \pm n, n}$, and $b_{m}^{(i, n, n},{ }_{n}$, will be determined from Eq. (Al) through the asymptotic forms of spheroidal functions

$$
\begin{gather*}
R_{m n}^{(1)}(c, \xi) \xrightarrow{\xi \rightarrow \infty}(1 / c \xi) \cos \left[c \xi-\frac{1}{2}(n+1) \pi\right], \\
R_{m n}^{(2)}(c, \xi) \xrightarrow{\xi \rightarrow \infty}(1 / c \xi) \sin \left[c \xi-\frac{1}{2}(n+1) \pi\right], \\
R_{m n}^{(3),(4)}(c, \xi) \xrightarrow{\xi \rightarrow \infty}(1 / c \xi) \exp \pm i\left[c \xi-\frac{1}{2}(n+1) \pi\right] . \tag{A3}
\end{gather*}
$$

For the index $i=3$, the asymptotic limit of Eq. (A1) has the form

$$
\begin{align*}
&\left\{a_{m n, n^{\prime}}^{(3,}\right)(1 / c \xi) \exp i\left[c \xi-\frac{1}{2}(n+1) \pi\right] \\
&\left.+b_{n m, n^{\prime}}^{(3, \pm)}(1 / c \xi) \exp -i\left[c \xi-\frac{1}{2}(n+1) \pi\right]\right\} e^{-i m \phi} \\
& \quad=\left\{(1 / c \xi) \exp i\left[c \xi-\frac{1}{2}(n+1) \pi\right]\right\} \\
& \quad \times \int_{-1}^{1} d \eta S_{m n}(c, \eta) L\left(\xi^{\prime} S_{m \pm 1, n^{\prime}}(c, \eta) e^{-i(m+1) \phi}\right. \tag{A4}
\end{align*}
$$

where
$L_{S}^{( \pm)}= \pm \hbar e^{ \pm i \phi}\left(-\left(1-\eta^{2}\right)^{1 / 2} \frac{\partial}{\partial \eta} \pm \frac{i \eta}{\left(1-\eta^{2}\right)^{1 / 2}} \frac{\partial}{\partial \phi}\right)$.
are the operators in Eq. (5.8). From Eq. (A4) we obtain

$$
\begin{aligned}
a_{m n, n^{\prime}}^{(3, \pm)}= & e^{i\left(n-n^{\prime}\right) \pi / 2 \hbar \int_{-1}^{1} d \eta S_{m n}(c, \eta)\left(\frac{(m \pm 1) \eta}{\left(1-\eta^{2}\right)^{1 / 2}} S_{m \pm 1, n^{\prime}}(c, \eta)\right.} \\
& \left.\mp\left(1-\eta^{2}\right)^{1 / 2} \frac{d}{d \eta} S_{m \pm 1, n^{\prime}}(c, \eta)\right),
\end{aligned}
$$

$$
\begin{equation*}
b_{m n, n}^{(3, \pm)}=0 . \tag{A6}
\end{equation*}
$$

The spheroidal angle function $S_{m n}(c, \eta)$ is even or odd.

$$
\begin{equation*}
S_{m n}(c,-\eta)=(-)^{n-m} S_{m n}(c, \eta) \tag{A7}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
a_{m n^{2}, n^{\prime}}^{(3, \pm)}=0, \quad \text { for } n-n^{\prime}=\text { odd } \tag{A8}
\end{equation*}
$$

By using the above method, one obtains

$$
\begin{align*}
a_{m n, n^{\prime}}^{(4, \pm)} & =0, \\
b_{m n, n^{\prime}}^{(4, \pm)}= & e^{i\left(n^{\prime}-n\right) \pi / 2 \hbar \int_{-1}^{1} d \eta S_{m n}(c, \eta)} \\
& \times\left(\frac{m \pm 1) \eta}{\left(1-\eta^{2}\right)^{1 / 2}} S_{m \pm 1, n}(c, \eta)\right. \\
& \mp\left(1-\eta^{2}\right)^{1 / 2} \frac{d}{d \eta} S_{m \pm 1, n^{\prime}}(c, \eta) . \tag{A9}
\end{align*}
$$

The constants $a_{m n_{n}, n^{\prime}}^{(3, b}, b_{m n, n^{\prime}}^{(4, \pm)}$, and $\hbar A_{m n, n}^{ \pm}$in Eq. (4.9) are the same. From Eqs. (A'2), (A7), and (A9), we have

$$
\begin{align*}
& \tilde{R}_{m n}^{(3, \pm)}(c, \xi)=\hbar A_{m n, n^{\prime}}^{ \pm} R_{m n}^{(3)}(c, \xi),  \tag{A10}\\
& \tilde{R}_{m n^{\prime}}^{(4, \pm)}(c, \xi)=\hbar A_{m n, n^{\prime}}^{ \pm} R_{m n}^{(4)}(c, \xi) .
\end{align*}
$$

For the index $i=1$, Eq. (A1) can be written as

$$
\begin{align*}
\tilde{R}_{m n^{\prime}}^{(1, \pm)} & =\frac{1}{2} e^{i m \phi} \int_{-1}^{1} S_{m n}(c, \eta) L^{ \pm} \\
& \times\left[R_{m \pm 1, n^{\prime}}^{(3,}(c, \xi)+R_{m+1, n^{\prime}}^{(4)}(c, \xi)\right] S_{m+1, n^{\prime}}(c, \eta) e^{-i(m \pm 1) \phi} \\
& =\frac{1}{2}\left[\tilde{R}_{m n^{\prime}}^{(3, \pm)}+\tilde{R}_{m n^{\prime}}^{(4, \pm)}\right]=\hbar A_{m n, n^{\prime}}^{ \pm} R_{m n}^{(1)}(c, \xi) . \quad(\mathrm{A} 11) . \tag{A11}
\end{align*}
$$

In arriving at Eq. (A11), one uses Eqs. (4.6), (A1), and (A10). Now we have proved the "recurrence relations" in Eq. (4.5) and expressions in Eqs. (4.7) and (4.8).
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# Wave propagation in a random lattice. II* 

Pao-Liu Chow<br>Courant Institute of Mathematical Sciences, New York University, New York, New York 10012<br>(Received 3 July 1972)<br>Propagation of the mean waves in a simple cubic crystal with small, random mass defects is studied using the results of a previous paper. The dispersion equations for two- and three-dimensional crystals are analyzed. For uncorrelated mass defects, the effective propagation constants are obtained explicitly in the limits of low frequency and near cut-off frequency. The mean reflection and transmission coefficients are determined for a plane wave incident in a crystal formed by joining a semi-infinite perfect crystal to a semi-infinite defective crystal or by connecting two semi-infinite perfect crystals to a finite imperfect crystal. We also construct the mean Green's functions for an infinite crystal lattice containing defective masses distributed throughout it or confined to a halfspace.

## INTRODUCTION

This is a continuation of the first part of our study on wave propagation in a random lattice, ${ }^{1}$ which we shall refer to as Paper I. In Sec. 1 of this paper we attempt to solve the dispersion equations for the mean waves in two and three dimensions. For uncorrelated mass defects, asymptotic results are obtained at low frequency and near the cut-off frequency. Here we need Green's functions for a perfect lattice in higher dimensions. For lattice vibration problems, the approximate evaluation of Green's functions can be found in an excellent book by Maradudin et al. ${ }^{2}$ An approximate evaluation of Green's functions corresponding to a lattice wave in two and three dimensions is carried out in the Appendix. These results were not given in Ref. 2.

The scattering problem for lattice waves by point defects was first analyzed by Lifshitz, ${ }^{3,4}$ and by Koster ${ }^{5}$ in a different physical context. This theory has been further developed by Klein, ${ }^{6}$ Krumhans, ${ }^{7}$ and Callaway. ${ }^{8}$ However, as mentioned in I, Rubin ${ }^{9}$ seems to be the first to have investigated the transmission of a lattice wave in a one-dimensional lattice with randomly distributed mass defects (for related references, see I). He defined the transmission coefficient $T$ in terms of the mean value of the logarithm of the amplitude of the transmitted wave. In contrast, we shall define the reflection coefficient $\Gamma$ and the transmission coefficient $T$ based on the mean (or coherent) waves. In our definition, the coefficients $\Gamma$ and $T$ may be complex. One could have defined $|\Gamma|^{2}$ and $|T|^{2}$ to be the reflection and the transmission coefficients respectively, as done by some authors, then they become real quantities. Physically the constants $\Gamma$ and $T$ can be interpreted as the effective parameters, in the sense of Yvon ${ }^{10}$ and Kirkwood ${ }^{11}$ who determined the electromagnetic properties of a polarizable medium based upon the average field. That is, if the random lattice is replaced by a deterministic one whose propagation property is characterized by the mean wave, the reflection and transmission coefficients would be given by what we have defined. The advantage of our approach lies in the simplification of the mathematical analysis. This makes it possible to apply the present method to different boundary problems associated with nonsimple lattices, which would, otherwise, be difficult to treat analytically.

In Sec. 2, we formulate the problem of reflection and transmission of a plane incident wave. It is shown in Sec. 3 that the higher dimensional problems are reducible to that in one dimension if the correlation function is homogeneous and isotropic. Three special cases are solved in the following section. They correspond to the problems of reflection and transmission by a semi-
infinite imperfect lattice with uncorrelated mass defects in one and three dimensions, and exponentially correlated mass defects in one dimension. A similar problem is solved when the plane wave is incident from the imperfect crystal. In Sec. 6 we determine the reflection and transmission coefficients in the presence of a finite imperfect crystal for various cases. For arbitary correlation functions the problems of reflection and transmission by a semi-infinite imperfect crystal can be solved by adapting the Wiener-Hopf method to the case of a discrete variable. This is done in Sec.7. In the last two sections we construct the mean Green's functions for an infinite random lattice and a semi-infinite random lattice joining a perfect one.

In an earlier paper, ${ }^{12}$ we treated the problem of reflection and transmission by slabs of continuous random media. By an appropriate limiting process from a lattice to a continuum, our current results can be shown to yield the corresponding results obtained previously in Ref. 12.

## 1. PROPAGATION CONSTANT FOR A TWO- OR THREE-DIMENSIONAL CRYSTAL

Let us consider a simple cubic crystal in three dimensions with random mass defects. It is convenient to set $q=\mathrm{n}=\left(n_{1}, n_{2}, n_{3}\right)$, in (I.1.14) and (I.1.15) where $n_{i}, i=1,2,3$, are integers. Then the position of the lattice site n is given by $\mathrm{x}(\mathrm{n})=d\left(n_{1} \mathbf{e}_{2}+n_{2} \mathrm{e}_{2}+n_{3} \mathbf{e}_{3}\right)$. Here $d$ denotes the lattice spacing, and $\mathbf{e}_{i}$ are mutually orthogonal unit vectors. For nearest-neighbor interaction with spring constants $\alpha_{j}, \phi$ takes the form

$$
\begin{align*}
\phi\left(\mathrm{n}, \mathrm{n}^{\prime}\right) & =-\alpha_{j} \quad \text { if } n_{j}^{\prime}=n_{j} \pm 1, \quad n_{i}^{\prime}=n_{i} \text { for } i \neq j \\
& =2\left(\alpha_{1}+\alpha_{2}+\alpha_{3}\right) \quad \text { if } \mathrm{n}^{\prime}=\mathrm{n},  \tag{1.1}\\
& =0 \quad \text { otherwise. }
\end{align*}
$$

Then (I.1.14) and (I.1.15) become

$$
\begin{align*}
& L_{0}=-\sum_{j=1}^{3} \alpha_{j} \Delta_{j}^{2}-m \omega^{2}  \tag{1.2}\\
& V=-\epsilon m \omega^{2} \mu(\mathrm{n}) \tag{1.3}
\end{align*}
$$

Here $\Delta_{j}^{2}$ is the second central difference operator with respect to $n_{j}$. In view of (1.1),(1.2.2) becomes

$$
\begin{equation*}
\tilde{\phi}(\mathrm{k})=2 \sum_{j=1}^{3}\left(\alpha_{j} \cos k_{j} d-1\right) \tag{1.4}
\end{equation*}
$$

The Green's function of $L_{0}$ defined by (I.4.2) is
given by the principal value integral

$$
\begin{align*}
G\left(\mathbf{n}, \mathbf{n}^{\prime}, \omega\right) & =\lim _{\epsilon \rightarrow 0^{+}} \frac{-1}{(2 \pi)^{3}} \iint_{0}^{2 \pi} \int \\
\times & \frac{e^{i \theta \cdot\left(n-n^{\prime}\right)}}{\left[m \omega^{2}-2 \sum_{j=1}^{3} \alpha_{j}\left(1-\cos \theta_{j}\right) \pm i \epsilon\right]} d \theta_{1} d \theta_{2} d \theta_{3} \\
|\omega| & <\omega_{c} \tag{1.5}
\end{align*}
$$

the choice of the upper or the lower sign of $i \in$ is deter mined by an outgoing wave condition and $\omega_{c}$ is the cutoff frequency defined by

$$
\begin{equation*}
\omega_{c}=2\left(\frac{1}{m} \sum_{j=1}^{3} \alpha_{j}\right)^{1 / 2} \tag{1.6}
\end{equation*}
$$

For uncorrelated defects, the dispersion equation (I. 3.3) yields, when (1.4) is used,
$\omega^{2} m+\epsilon^{2} \omega^{4} m^{2}\left\langle\mu^{2}\right\rangle g(\omega)-2 \sum_{j=1}^{3}\left(\alpha_{j} \cos k_{j} d-1\right)=0$,
where $g(\omega)=G(0,0, \omega)$.
The solution of (1.7) for $k$ corresponding to (I. 3.6), is found to be

$$
\begin{array}{r}
k\left(\omega, \epsilon^{2}\right)=\hat{\mathbf{k}}_{0} k_{0}(\omega)\left[1+\epsilon^{2}\left(2 d \sum_{j=1}^{3} \alpha_{j} k_{0_{j}} \sin k_{0_{j}} d\right)^{-1}\right. \\
\left.\times \omega^{4}\left\langle\mu^{2}\right\rangle g(\omega)+O\left(\epsilon^{4}\right)\right] \tag{1.8}
\end{array}
$$

According to (I.3.8), the vibration frequency $\omega$, which is shifted from $\omega_{0}$ is given by

$$
\begin{equation*}
\omega\left(k, \epsilon^{2}\right)=\omega_{0}(k)-\epsilon^{2} m\left\langle\mu^{2}\right\rangle \omega_{0}^{3}(\mathbf{k}) g\left(\omega_{0}\right)+O\left(\epsilon^{4}\right) . \tag{1.9}
\end{equation*}
$$

For the two-dimensional case, the expression for $g(\omega)$ is given by (1.5) with $\mathbf{n}=\mathbf{n}^{\prime}=0$ and the triple integral replaced by a double integral. It is shown in the Appendix that $g$ can be expressed in terms of the hypergeometric function $F$ as follows:

$$
\begin{equation*}
g(\omega)=\left(\frac{1}{2 \pi}\right)^{2} \frac{1}{m \omega\left(\omega_{c}^{2}-\omega^{2}\right)^{1 / 2}} F\left(\frac{1}{2}, \frac{1}{2} ; 1 ; z\right) \tag{1.10}
\end{equation*}
$$

in which

$$
\begin{equation*}
z(\omega)=4 \sqrt{\alpha_{1} \alpha_{2}} / m \omega\left(\omega_{c}^{2}-\omega^{2}\right)^{-1 / 2} \tag{1.11}
\end{equation*}
$$

It is clear that, when $\omega$ is small or near $\omega_{c}, z$ is large.

Therefore, we can expand $F$ for large argument $z$ either for low frequency or near cut-off frequency. The leading term in this expansion reads (see p. 560 of Ref. 2)

$$
\begin{align*}
F\left(\frac{1}{2}, \frac{1}{2} ; 1 ; z\right)= & \pm(i / \pi) z^{-1 / 2}[(\ln z+i \pi)+4 \ln 2] \\
& \pm(i / \sqrt{\pi}) z^{-1 / 2}+O\left(z^{-3 / 2} \ln z\right) \tag{1.12}
\end{align*}
$$

When (1.10) and (1.12) are used in (1.8), we see that the upper branch of $F$ must be chosen in order to have positive attenuation.

Then (1.8) yields

$$
\begin{align*}
& \mathbf{k}\left(\omega, \epsilon^{2}\right) \sim \hat{\mathbf{k}}_{0} k_{0}(\omega)\left[1-\epsilon^{2}\left\langle\mu^{2}\right\rangle\left(\frac{1}{2 \pi}\right)^{3}\right. \\
& \quad\left(d \sum_{j=1}^{2} \alpha_{j} k_{0_{j}} \sin k_{0_{j}} d\right)^{-1} \frac{\omega^{4} m^{2}}{4 \sqrt{\alpha_{1} \alpha_{2}}} z^{1 / 2}(\omega)[\pi \\
& \quad-i(\ln z(\omega)+4 \ln 2+\sqrt{\pi})]] \tag{1.13}
\end{align*}
$$

Similarly, when $\left|\omega_{0}\right|$ is small or near $\omega_{c},(1.9)$ becomes

$$
\begin{align*}
\omega\left(\mathbf{k}, \epsilon^{2}\right) \sim & \pm \omega_{0}(\mathbf{k})\left[1 \pm \epsilon^{2}\left(\frac{1}{2 \pi}\right)^{3}\left\langle\mu^{2}\right\rangle \frac{\omega_{0}^{3}(\mathbf{k}) m^{2}}{2 \sqrt{\alpha_{1} \alpha_{2}}} z^{1 / 2}\right. \\
& \left.\times\left(\omega_{0}\right)\left[\pi-i\left(\ln z\left(\omega_{0}\right)+4 \ln 2+\sqrt{\pi}\right)\right]\right] . \tag{1.14}
\end{align*}
$$

From (1.13) it is seen that $\operatorname{Re}\{k\}<k_{0}$ and $\operatorname{Im}\{k\}>0$. Therefore, the phase speed increases and the mean wave attenuates. Both of these effects, of $O\left(\omega^{7 / 2} \ln \omega\right)$, are negligible at low frequency, while they are noticeable, of $O\left[\left(\omega_{c}-\omega\right) / \ln \left(\omega_{c}-\omega\right)^{1 / 4}\right]$, when $\omega$ is near $\omega_{c}$.

In three dimensions we assume $\alpha_{2}=\alpha_{3}$ for computational convenience. Then, as shown in the Appendix, $g(\omega)$ can be represented by a contour integral along a unit semicircle $C$ with a hypergeometric function as its integrand:

$$
\begin{align*}
g(\omega)= & \left(\frac{1}{2 \pi}\right)^{5}\left(\frac{2}{\alpha_{1} \alpha_{2}}\right)^{1 / 2} \int_{c}\left\{\left[\zeta^{2}+2\left(\delta_{1}-1\right) \zeta+1\right]\right. \\
& \left.\times\left[\zeta^{2}+2\left(\delta_{2}-1\right) \zeta+1\right]\right\}^{1 / 2} \\
& \times F\left[\frac{1}{2}, \frac{1}{2}, 1 ; W(\zeta)\right] d \zeta \tag{1.15}
\end{align*}
$$

Here we have set

$$
\begin{align*}
& \delta_{1}=m \omega^{2} / 2 \alpha_{1}  \tag{1.16}\\
& \delta_{2}=\left[m\left(\omega_{c}^{2}-\omega^{2}\right) / 2 \alpha_{2}\right] \tag{1.17}
\end{align*}
$$

and
$W(\zeta)=\left(\frac{\zeta\left(\zeta^{2}+1\right)}{\left[\zeta^{2}+2\left(\delta_{1}-1\right) \zeta+1\right]\left[\zeta^{2}+2\left(\delta_{2}-1\right) \zeta+1\right]}\right)^{1 / 2}$.

At low frequency $\delta_{1}$ is small and near the cut-off frequency. When $\delta_{1}$ is small, the main contribution to the integral (1.15) comes from the branch integrals along the line segment connecting the branch points $\zeta_{1}$ and $\zeta_{2}$, which are the roots of the quadratic equation $\zeta^{2}+2\left(\delta_{1}\right.$ $-1) \zeta+1=0$. This is so because, along these paths, $|W|$ is uniformly large. Therefore, we can use the asymptotic formula ( 1,12 ) to evaluate those integrals approximately. When these results are used in (1.15), it yields (for details, see the Appendix)

$$
\begin{align*}
g(\omega) & \sim \frac{i}{4}\left(\frac{1}{\pi}\right)^{6}\left(\frac{\delta_{2}}{\alpha_{1} \alpha_{2}}\right)^{1 / 2}\left(\delta_{1}\right)^{1 / 4}\left[\left(4 \ln 2-\ln \delta_{1}\right.\right. \\
+ & \left.\sqrt{\pi}+i \pi) \int_{0}^{\pi / 2} \cos ^{1 / 2} \theta d \theta+\int_{0}^{\pi / 2} \cos ^{1 / 2} \theta \ln \sec \theta d \theta\right] \\
& \delta_{1} \rightarrow 0 \tag{1.19}
\end{align*}
$$

By the symmetry of $\delta_{1}$ and $\delta_{2}$ in (1.15), the expression for $g(\omega)$ as $\delta_{2} \rightarrow 0$ is given by (1.19) with $\delta_{1}$ and $\delta_{2}$ interchanged. When this result and (1.19) are inserted respectively in (1.8) and (1.9), we obtain

$$
\begin{align*}
& \mathbf{k}(\omega, \epsilon) \sim \hat{\mathbf{k}}_{0} k_{0}(\omega)\left[1+i \epsilon^{2}(1 / \pi)^{6}\left(8 d \sum_{l=1}^{3} \alpha_{l} k_{0 l} \sin k_{0 l} d\right)^{-1}\right. \\
& \quad \times \omega^{4} m^{2}\left(\frac{\delta_{j}}{\alpha_{1} \alpha_{2}}\right)^{1 / 2}\left(\delta_{k}\right)^{1 / 4}\left[\left(4 \ln 2-\ln \delta_{k}+\sqrt{\pi}+i \pi\right)\right. \\
& \left.\left.\quad \times \int_{0}^{\pi} \cos ^{1 / 2} \theta d \theta+\int_{0}^{\pi / 2} \cos ^{1 / 2} \theta \ln \sec \theta d \theta\right]\right], \tag{1.20}
\end{align*}
$$

where $j=2, k=1$ when $\omega \approx \omega_{c}$. The corresponding
result for the frequency shift (1.9) reads

$$
\begin{align*}
& \omega(\mathbf{k}, \epsilon) \sim \pm \omega_{0}(\mathbf{k})\left[1-i \epsilon^{2}(1 / \pi)^{\alpha} \mu^{2}\right\rangle \omega_{0}^{3}(\mathbf{k}) m \\
& \\
& \times\left(\frac{\delta_{j}\left(\omega_{0}\right)}{\alpha_{1} \alpha_{2}}\right)^{1 / 2}\left[\delta_{k}\left(\omega_{0}\right)\right]^{1 / 4} \\
& \tag{1.21}
\end{align*} \quad \times\left\{\left[4 \ln 2-\ln \delta_{k}\left(\omega_{0}\right)+\sqrt{\pi}+i \pi\right] \int_{0}^{\pi / 2} \cos ^{1 / 2} \theta d \theta\right\}
$$

Here, as above, $j=2, k=1$ for $\omega_{0} \approx 0$ and $j=1, k=$ 2 for $\omega_{0} \approx \omega_{c}$. Separation of the real and the imaginary parts of (1.20) and (1.21) yields

$$
\begin{align*}
& \operatorname{Re}\left\{k\left(\omega, \epsilon^{2}\right)\right\} \sim k_{0}(\omega)\left[1-\epsilon^{2}(1 / \pi)^{5}\left(8 d \sum_{l=1}^{3} \alpha_{l} k_{0 l} \sin k_{0 l} d\right)^{-1}\right. \\
& \left.\quad \times \omega^{4} m^{2}\left(\frac{\delta_{j}}{\alpha_{1} \alpha_{2}}\right)^{1 / 2}\left(\delta_{k}\right)^{1 / 4} \int_{0}^{\pi} \cos ^{1 / 2} \theta d \theta\right],  \tag{1.22}\\
& \begin{array}{l}
\operatorname{Im}\left\{k\left(\omega, \epsilon^{2}\right)\right\} \sim \epsilon^{2} k_{0}(\omega)(1 / \pi)^{6}\left(8 d \sum_{l=1}^{3} \alpha_{l} k_{0 l} \sin k_{0 l} d\right)^{-1} \omega^{4} m^{2} \\
\\
\quad \times\left(\frac{\delta_{j}}{\alpha_{1} \alpha_{2}}\right)^{1 / 2}\left(\delta_{k}\right)^{1 / 4}\left[\left(4 \ln 2-\ln \delta_{k}+\sqrt{\pi}\right) \int_{0}^{\pi} \cos ^{1 / 2} \theta d \theta\right. \\
\left.\quad+\int_{0}^{\pi} \cos ^{1 / 2} \theta \ln \sec \theta d \theta\right], \\
\operatorname{Re}\{\omega(\mathbf{k}, \epsilon)\} \sim \pm \omega_{0}(\mathbf{k})\left[1+\epsilon^{2}(1 / \pi)^{5}\left\langle\mu^{2}\right\rangle \omega_{0}^{3}(\mathbf{k}) m\right. \\
\\
\left.\quad \times\left(\frac{\delta_{j}\left(\omega_{0}\right)}{\alpha_{1} \alpha_{2}}\right)^{1 / 2}\left[\delta_{k}\left(\omega_{0}\right)\right]^{1 / 4} \int_{0}^{\pi / 2} \cos ^{1 / 2} \theta d \theta\right], \\
\operatorname{Im}\{\omega(\mathbf{k}, \epsilon)\} \sim \pm \epsilon^{2}(1 / \pi)^{1 / 6}\left\langle\mu^{2}\right\rangle \omega_{0}^{4}(k) m\left(\frac{\delta_{j}\left(\omega_{0}\right)}{\alpha_{1} \alpha_{2}}\right)^{1 / 2} \\
\quad \times\left[\delta_{k}\left(\omega_{0}\right)\right]^{1 / 4}\left\{\left[4 \ln 2-\ln \delta_{k}\left(\omega_{0}\right)+\sqrt{\pi}^{1 / 2}\right] \int_{0}^{\pi / 2} \cos ^{1 / 2} \theta d \theta\right. \\
\left.\quad+\int_{0}^{\pi / 2} \cos ^{1 / 2} \theta \ln \sec \theta d \theta\right\} .
\end{array}
\end{align*}
$$

Formulas (1.22) and (1.23) provide the effective phase speed and the attenuation coefficient, and (1.24) and ( 1.25 ) gives the frequency shift and the decay rate, respectively. The essential features resemble those of the two-dimensional problem, that is, the mean wave attenuates and its phase speed increases due to the scattering by the uncorrelated mass defects. It is interesting to note that, in two and three dimensions the uncorrected mass defects introduce a change in the phase speed and attenuation of the mean wave. However, in onedimension, the same mass defects yield, to order $\epsilon^{2}$, attenuation only.

## 2. FORMULATION OF REFLECTION AND TRANSMISSION PROBLEMS

We now consider the reflection and transmission of a plane wave by a slab of imperfect crystal of finite thickness, or by a semi-infinite imperfect crystal in $r$ dimensions, $r=1,2,3$. For the finite imperfect crystal, the "imperfect" lattice points are contained in the slab, $0 \leq$ $n_{1} \leq N$, where $n_{1}$ denotes the first component of $n$ so that $\mathbf{n}=\left(n_{1}, n_{T}\right)$. As in the previous section, we confine ourselves to simple cubic crystals. Then the operators $L_{0}$ and $V$ are given by (1.2) and (1.3) with $\mu(n)=0$ if $n_{1}<$ 0 or $n_{1}>N$. From Eq.(1.9) in I, a scalar mean wave
$\langle u(n)\rangle$ satisfies the equation

$$
\begin{align*}
& \left(\sum_{j=1}^{3} \alpha_{j} \Delta_{j}^{2}+m \omega^{2}\right)\langle u(\mathrm{n})\rangle+\epsilon^{2} \omega^{4} m^{2} \sum_{n_{i}=0}^{N} \\
& \quad \times G\left(\mathrm{n}, \mathrm{n}^{\prime}, \omega\right) R\left(\mathrm{n}, \mathrm{n}^{\prime}\right)\left\langle u\left(\mathrm{n}^{\prime}\right)\right\rangle=0, \quad|\mathrm{n}| \geq 0 \tag{2.1}
\end{align*}
$$

where $G$ is the Green's function of $L_{0}$ defined by (1.16) and $R$ is the two point correlation function of $\mu$

$$
\begin{align*}
R\left(\mathrm{n}, \mathrm{n}^{\prime}\right) & =\left\langle\mu(\mathrm{n})_{\mu}\left(\mathrm{n}^{\prime}\right)\right\rangle, \quad 0 \leq n_{1} \leq N \text { and } 0 \leq n_{1}^{\prime} \leq N, \\
& =0, \quad \text { otherwise. } \tag{2.2}
\end{align*}
$$

Let $e^{i \mathbf{K}_{0} \cdot \mathbf{n} d}$ be a plane incident wave from the left semiinfinite lattice, $n_{1}<0$. Then we can write the mean fields for $n_{1} \leq 0$ and $n_{1} \geq N$, respectively, as

$$
\begin{equation*}
\langle u(\mathrm{n})\rangle=e^{i \mathbf{k}_{0} \cdot \mathbf{n} d}+\left\langle u_{R}(\mathrm{n})\right\rangle, \quad n_{1} \leq 0 \tag{2,3}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle u(\mathrm{n})\rangle=\left\langle u_{T}(\mathrm{n})\right\rangle, \quad n_{1} \geq N \tag{2.4}
\end{equation*}
$$

where $\left\langle u_{R}\right\rangle$ and $\left\langle u_{T}\right\rangle$ are the reflected and the transmitted waves which satisfy the outgoing conditions in their respective domains of definition. Our problem is to determine the mean fields $\left\langle u_{R}\right\rangle$ and $\left\langle u_{T}\right\rangle$ from (6.1). For a semi-infinite imperfect crystal, $N=\infty$, the transmitted wave defined by (2.4) is replaced by

$$
\begin{equation*}
\langle u(\mathbf{n})\rangle=\left\langle u_{T}(\mathrm{n})\right\rangle, \quad n_{1} \geq 0 \tag{2.5}
\end{equation*}
$$

## 3. REDUCTION TO A ONE-DIMENSIONAL PROBLEM

We will show that the problem posed is reducible to a one-dimensional problem. Splitting the wave vector $\mathbf{k}_{0}$ into the component $k_{01}$ along the one or the longitudinal direction and $k_{O T}$ transverse to this direction, we can write the incident plane wave as $e^{i \mathbf{k}_{0} \cdot \mathbf{n} d}=e^{i \mathbf{k}_{01} \cdot \mathbf{n}_{1} d}$
$e^{i \mathbf{i} \mathbf{k}_{\mathbf{o}} \cdot \mathbf{n} d}$, where $\mathbf{k}_{0}=\mathbf{k}_{01}+\mathbf{k}_{0 T}$. Let us seek a solution of the form

$$
\begin{equation*}
\langle u(\mathbf{n})\rangle=v\left(n_{1}\right) e^{i \mathbf{k}_{\mathbf{o} T} \cdot \mathbf{n} d} \tag{3.1}
\end{equation*}
$$

Inserting (3.1) into (2.1) yields, with $n=\left|\mathrm{n}_{1}\right|$,
$\left(\Delta^{2}+\beta^{2}\right) v(n)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|n-n^{\prime}\right|, \mathbf{k}_{0 T}, \omega\right) v\left(n^{\prime}\right)$, where

$$
\begin{align*}
\beta= & \left(1 / \sqrt{\alpha_{1}}\right)\left\{m \omega^{2}+2\left[\alpha_{2}\left(\cos k_{02} d-1\right)\right.\right. \\
& \left.\left.+\alpha_{3}\left(\cos k_{03} d-1\right)\right]\right\}^{1 / 2} \tag{3.3}
\end{align*}
$$

and $\widehat{G R}$ is the transverse discrete Fourier transform of $G R$, defined by

$$
\begin{align*}
& \widehat{G R}\left(\left|n-n^{\prime}\right|, \mathbf{k}_{0 T}, \omega\right)=\sum_{\mathbf{n}^{\prime} T} G\left(\mathrm{n}, \mathrm{n}^{\prime}, \omega\right) R\left(\mathrm{n}, \mathrm{n}^{\prime}\right) \\
& \quad \times e^{i \mathbf{k}_{0 T} \cdot\left(\mathrm{n}^{\prime}-\mathrm{n}\right)} \tag{3.4}
\end{align*}
$$

Due to the invariance of $G$ and $R$ under lattice translations, $\widehat{G R}$ is independent of $\mathbf{n}_{T}$. For the one-dimension problem, we must set $\beta=k_{0}=\left|\mathbf{k}_{01}\right|, G R=G R$, and $\langle u\rangle=v$. When (2.1) is used in (2.3) and (2.4), we find that

$$
\begin{align*}
& v(n)=e^{i k_{0} n d}+\Gamma e^{-i k_{0} n d}, \quad n \geq 0  \tag{3.5}\\
& v(n)=T e^{i k_{0}(n-N) d}, \quad n \geq N \tag{3.6}
\end{align*}
$$

where $\Gamma$ and $T$ are independent of the transverse vari-
able $n_{T}$ because the reduced equation (3.2) is one-dimensional. $\Gamma$ and $T$, which may be complex valued, are defined to be the reflection and transmission coefficients for the mean wave. For a semi-infinite imperfect crystal, in view of (2.5), Eq.(3.6) is replaced by

$$
\begin{equation*}
v(n) \text { outgoing, } \quad n>0 . \tag{3.7}
\end{equation*}
$$

In this case, as we shall see, there may be more than one transmitted wave. Then we define the coefficient of each attenuated plane wave to be a transmission coefficient for that particular transmitted wave. To simplify the analysis, we rewrite Eq.(3.2) as

$$
\begin{align*}
&\left(\Delta^{2}+\beta^{2}\right) v(n)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}}=0 \\
& N R  \tag{3.8}\\
& G R  \tag{3.9}\\
&\left(\left|n-n^{\prime}\right|,\right. \\
&\left.\mathbf{k}_{0 T}, \omega\right) v\left(n^{\prime}\right)=0, \quad 1 \leq n \leq N-1 \\
&\left(\Delta^{2}+\beta^{2}\right) v(n)=0, \quad n \leq-1 \text { or } n \geq N+1
\end{align*}
$$

and

$$
\begin{align*}
& \left(\Delta^{2}+\beta^{2}\right) v(0)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|n^{\prime}\right|\right. \\
& \left(\Delta^{2}+\beta^{2}\right) v(N)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|N-n^{\prime}\right|\right.  \tag{3.10}\\
& \left.\mathbf{k}_{0 T}, \omega\right) v\left(n^{\prime}\right)=0 \\
& \left.\mathbf{k}_{0 T}, \omega\right) v\left(n^{\prime}\right)=0 \tag{3.11}
\end{align*}
$$

We note that $v(n)=e^{i k_{0} n^{d}}+O\left(\epsilon^{2}\right)$ for all $n$. Therefore, if we replace $v\left(n^{\prime}\right)$ in (3.10) and (3.11) by $e^{i k_{0} n^{\prime} d}$, these equations are still valid up to $O\left(\epsilon^{2}\right)$. That is, correct to $O\left(\epsilon^{2}\right)$

$$
\begin{align*}
&\left(\Delta^{2}+\beta^{2}\right) v(0)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|n^{\prime}\right|,\right. \\
&\left(\Delta+\beta^{2}\right) v(N)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|N-n^{\prime}\right|,\right.  \tag{3.12}\\
&\left.\mathbf{k}_{0 T}, \omega\right) e^{i k_{0} n^{\prime} d}=0 . \\
&\left.\mathbf{k}_{0 T}, \omega\right) e^{i k_{0} n^{\prime} d}=0 . \tag{3.13}
\end{align*}
$$

However, we should not use such a replacement in (3.8) because this procedure will give rise to an unphysical result-the growth of the mean wave as $N$ becomes large. Evaluating (3.5) at $n=0,(3.6)$ at $n=N$, and noting (3.12), (3.13), we obtain a set of boundary conditions at the interfaces

$$
\begin{align*}
& v(0)=1+\Gamma  \tag{3.14}\\
& v(1)=b_{1}+b_{2} \Gamma \tag{3.15}
\end{align*}
$$

and

$$
\begin{align*}
& v(N)=T,  \tag{3.16}\\
& v(N-1)=\mathrm{b}_{3}+\mathrm{b}_{2} T, \tag{3.17}
\end{align*}
$$

where
$\mathrm{b}_{1}=\left(2-\beta^{2}-e^{-i k_{0} d}\right)-\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|n^{\prime}\right|\right.$,

$$
\begin{equation*}
\left.\mathbf{k}_{0 T}, \omega\right) e^{i k_{0} n^{\prime} d} \tag{3.18}
\end{equation*}
$$

$\mathrm{b}_{2}=\left(2-\beta^{2}-e^{i k_{0} d}\right)$,
$\mathrm{b}_{3}=-\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{N} \widehat{G R}\left(\left|N-n^{\prime}\right|, \mathrm{k}_{0 T}, \omega\right)$

$$
\begin{equation*}
\times e^{i k_{0} n^{\prime} d} \tag{3.20}
\end{equation*}
$$

Since (3.5), (3.6) automatically satisfy (3.9), our task is to solve Eq. (3.8) subject to the set of conditions (3.14)-(3.17). In the process, when $N=\infty$, the unknown coefficients $\Gamma$ and $T$ will be determined. The conditions (3.16) and (3.17) are replaced by an outgoing condition.

## 4. SPECIAL CASES FOR A SEMI-INFINITE IMPERFECT CRYSTAL

## Case A: Uncorrelated mass defects in one-dimension

In one dimension, (3.8) becomes

$$
\begin{align*}
& \left(\alpha \Delta^{2}+m \omega^{2}\right) v(n)+\epsilon^{2} \omega^{4} m^{2} \sum_{n^{\prime}=0}^{\infty} \\
& \quad \times G\left(\left|n-n^{\prime}\right|, \omega\right) R\left(\left|n-n^{\prime}\right|\right) v\left(n^{\prime}\right)=0, \quad n>0 \tag{4.1}
\end{align*}
$$

where the Green's function $G$ was defined by (1.4.5).
For uncorrelated mass defects, we have $R(|n|)=0$ for $n \neq 0, R(0)=\left\langle\mu^{2}\right\rangle$. Then (4.1) reduces to

$$
\left(\alpha \Delta^{2}+m \omega^{2}\right) v(n)-\epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle \omega^{4} m^{2}}{2 i \alpha \sin k_{0} d} v(n)=0,
$$

$$
\begin{equation*}
n>0 . \tag{4.2}
\end{equation*}
$$

The outgoing solution of (4.2) is

$$
\begin{equation*}
v(n)=T e^{i k n d}, \quad n>0 . \tag{4.3}
\end{equation*}
$$

Here $k\left(\omega, \epsilon^{2}\right)$ is a solution of the dispersion equation (I.4.15) with the real and the imaginary parts given by (I.4.16) and (I.4.17). Substituting (4.3) into Eqs. (3.14) and (3.15) yields a pair of equations for $T$ and $\Gamma$. Their solutions are

$$
\begin{align*}
T=\frac{\mathrm{b}_{2}-\mathrm{b}_{1}}{\mathrm{~b}_{2}-e^{i_{k d}}=1}- & i \epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle}{8} \frac{1}{\left[\left(\omega_{c} / \omega\right)^{2}-1\right]} \\
& \times\left(\frac{\left(\omega_{c} / \omega\right)^{2}-2}{\left(\omega_{c} / \omega\right)^{2}-1}+3 i\right)+0\left(\epsilon^{4}\right) \tag{4.4}
\end{align*}
$$

$$
\begin{align*}
\Gamma=-\frac{\mathrm{b}_{1}-e^{i k d}}{\mathrm{~b}_{2}-e^{i k d}=} & -i \epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle}{8} \frac{1}{\left.\left[\left(\omega_{c} / \omega\right)^{2}-1\right)\right]^{1 / 2}} \\
& \times\left(\frac{\left(\omega_{c} / \omega\right)^{2}-2}{\left(\omega_{c} / \omega\right)^{2}-1}+3 i\right)+0\left(\epsilon^{4}\right) . \tag{4.5}
\end{align*}
$$

Case B: Uncorrelated mass defects in three-dimensions
In this case, the Green's function is given by (1.5) and the correlation function $R$ is given by $R(|\mathbf{n}|)=0$ if $|\mathbf{n}|$ $\neq 0$ and $R(0)=\left\langle\mu^{2}\right\rangle$. When these are used in (3.4), we find after simplification, that

$$
\begin{align*}
& \widehat{G R}\left(0, \mathbf{k}_{0 T}, \omega\right)=g(\omega),  \tag{4.6}\\
& \widehat{G R}\left(|\mathbf{n}|, \mathbf{k}_{0 T}, \omega\right)=0, \quad \text { if } n \neq 0 . \tag{4.7}
\end{align*}
$$

Here we have set $\alpha_{2}=\alpha_{3}$ and the expression for $g(\omega)$ is given by (1.15). In view of (4.6) and (4.7), Eq. (4.8) becomes

$$
\begin{align*}
& \left(\Delta^{2}+\beta^{2}\right) v(n)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}}\left\langle\mu^{2}\right\rangle g(\omega) v(n)=0, \\
& n>0 \tag{4.8}
\end{align*}
$$

Let $\lambda=k_{1}$ be a solution of the equation

$$
\begin{equation*}
2 \cos \lambda d+\left(\beta^{2}-2\right)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}}\left\langle\mu^{2}\right\rangle g(\omega)=0, \tag{4.9}
\end{equation*}
$$

so that $0<\operatorname{Re}\left\{k_{1}\right\}<\pi / d$ and $\operatorname{Im}\left\{k_{1}\right\}>0$. Then the outgoing solution of (4.9) takes the form

$$
\begin{equation*}
v(n)=T e^{i k_{1} n d}, \quad n>0 \tag{4.10}
\end{equation*}
$$

It is clear that the transmission and reflection coefficients $T$ and $\Gamma$ can be obtained from (4.4) and (4.5) in their unexpanded forms by changing $k$ to $k_{1}$. That is,

$$
\begin{array}{r}
T=\frac{\mathrm{b}_{2}-\mathrm{b}_{1}}{\mathrm{~b}_{2}-e^{i k_{1} d}=1-\frac{\epsilon^{2} \omega^{4} m^{2}}{2 \alpha_{1} \beta\left(4-\beta^{2}\right)^{1 / 2}}\left(\frac{\left(2-\beta^{2}\right)}{\beta\left(4-\beta^{2}\right)^{1 / 2}}+3 i\right),} \begin{array}{r}
\times g(\omega)+0\left(\epsilon^{4}\right), \\
\Gamma=-\frac{\mathrm{b}_{1}-e^{i k_{1} d}}{\mathrm{~b}_{2}-e^{i k_{1} d}}=-\frac{\epsilon^{2} \omega^{4} m^{2}}{2 \alpha_{1} \beta\left(4-\beta^{2}\right)^{1 / 2}}\left(\frac{2-\beta^{2}}{\beta\left(4-\beta^{2}\right)^{1 / 2}}+3 i\right) \\
\times g(\omega)+0\left(\epsilon^{4}\right),
\end{array}
\end{array}
$$

where use has been made of Eqs. (4.18), (3.19), and (4.9). The definition of $\beta$ is given by (3.3). At low-frequency and near cut-off frequency, asymptotic forms for $g(\omega)$ are given by (1.19).

## Case C: Exponential correlation in one-dimension

To be explicit, we shall treat the one-dimensional case only. Our reduction procedure discussed in Sec. 3 allows the subsequent results to be extended to that in higher dimensions.

Let the correlation function $R$ be given by (I.4.21). Then the one-dimensional version of (3.4) reads

$$
\begin{equation*}
G R\left(\left|n-n^{\prime}\right|, \omega\right)=\left\langle\mu^{2}\right\rangle \frac{e^{i K\left|n-n^{\prime}\right| d}}{2 i \sin k_{0} d}, \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
K=\left(k_{0}+i a^{-1}\right) \tag{4.14}
\end{equation*}
$$

Substituting (4.14) into (3.8) yields

$$
\begin{align*}
\left(\Delta^{2}+\omega^{2 / \alpha}\right) v(n) & +i \epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle \omega^{4} m^{2}}{2 \alpha \sin k_{0} d} \sum_{n^{\prime}=0}^{\infty} \\
& \times e^{i K\left|n-n^{\prime}\right| d} v\left(n^{\prime}\right)=0, \quad n>0 \tag{4.15}
\end{align*}
$$

If we define $\beta_{e}^{2}$ to be

$$
\begin{equation*}
\beta_{e}^{2}=2(1-\cos K d) \tag{4.16}
\end{equation*}
$$

the following identity holds

$$
\begin{equation*}
\left(\Delta^{2}+\beta_{e}^{2}\right) e^{i K\left|n-n^{\prime}\right| d}=2 i \delta_{n n} . \sin \gamma d \tag{4.17}
\end{equation*}
$$

where $\delta_{n r \prime}$ 'is the Kronecker delta symbol. Now, applying the second order difference operator $\left(\Delta^{2}+\beta_{e}^{2}\right)$ to (4.16), one obtains a fourth order difference equation

$$
\begin{align*}
&\left(\Delta^{2}+\beta_{e}^{2}\right)\left(\Delta^{2}+\omega^{2} m / \alpha\right) v(n)-\epsilon^{2}\left\langle\mu^{2}\right\rangle \frac{\omega^{4} m^{2}}{\alpha} \\
& \times \frac{\sin K d}{\sin k_{0} d} v(n)=0, \quad n>0 . \tag{4.18}
\end{align*}
$$

Its general solution can be written as

$$
\begin{equation*}
v(n)=\sum_{j=1}^{4} T_{j} e^{i k_{j} n d}, \quad n>0 \tag{4.19}
\end{equation*}
$$

For arbitrary constants $T_{j},(3.19)$ cannot satisfy the original second order equation (4.16) where only two arbitrary constants are involved. The wavenumbers $k_{j}, j=1,2,3,4$, are the perturbed roots, about $\lambda= \pm k_{0}$ and $\lambda= \pm K$, of the equation

$$
\begin{align*}
&\left(\cos \lambda d-\cos k_{0} d\right)(\cos \lambda d-\cos K d)-\epsilon^{2}\left\langle\mu^{2}\right\rangle \frac{\omega^{4} m^{2}}{\alpha} \\
& \times \frac{\sin K d}{\sin k_{0} d}=0 \tag{4.20}
\end{align*}
$$

Two of these roots, say $k_{1}$ and $k_{3}$, have a positive imaginary part. They are found to be

$$
\begin{align*}
& k_{1}\left(\omega, \epsilon^{2}\right)=k_{0}+2 \epsilon^{2}\left\langle\mu^{2}\right\rangle\left(\frac{\omega_{c}^{2}}{\omega^{2}}-1\right)^{-1} \\
& \quad \times \frac{\sin 2 k_{0} d(1-\cosh d / a)+2 i\left(\sinh d / a-\cos ^{2} k_{0} d\right)}{d\left(\cos ^{2} k_{0} d(\cosh d / a-1)^{2}+\sin ^{2} k_{0} d \sinh ^{2} d / a\right]} \\
& \quad+O\left(\epsilon^{4}\right) \tag{4.21}
\end{align*}
$$

$$
\begin{align*}
k_{3}\left(\omega, \epsilon^{2}\right)= & \left(k_{0}+i / a\right) \\
& -4 \epsilon^{2}\left(\mu^{2}\right\rangle\left[\left(\frac{\omega_{c}^{2}}{\omega^{2}}\right)-1\right]^{-1} \sin k_{0} d \frac{\left(\sin k_{0} d \cosh d / a-i \cos k_{0} d\right)}{d\left(\sin k_{0} d \cosh 2 d / a+\cos ^{2} k_{0} d \sinh d / a\right)} \\
& \times \frac{\sin k_{0} d \cos k_{0} d(1-\cosh d / a)+i \sinh d / a\left(\cosh a / d-\cos ^{2} k_{0} d\right)}{\left[\cos ^{2} k_{0} d(\cosh d / a-1)^{2}+\sin ^{2} k_{0} d \sinh ^{2} d / a\right]}+O\left(\epsilon^{4}\right) . \tag{4.22}
\end{align*}
$$

The constants $T_{2}$ and $T_{4}$ must be set equal to zero for $v(n)$ shown by (4.19) to be an outgoing solution. Then we insert (4.19), with $\Gamma_{2}=\Gamma_{4}=0$, into (4.16) and invoke (4.20) to obtain

$$
\begin{equation*}
\frac{T_{1}}{1-e^{i\left(k_{1}-K\right) d}}+\frac{T_{3}}{1-e^{i\left(k_{3}-K\right) d}}=0 \tag{4.23}
\end{equation*}
$$

This additional condition adjointed to (3.14) and (3.15) makes it possible to determine $T_{1}, T_{3}$ and $\Gamma$ uniquely. The results are

$$
\begin{equation*}
T_{1}=i \frac{2 \sin k_{0} d-\epsilon^{2}\left[2 \sin k_{0} d\left(1-e^{i\left(K+k_{0}\right) d}\right)\right]^{-1}}{\left(e^{i k_{1} d}-\Omega e^{i k_{3} d}\right)-(1-\Omega) e^{-i k_{0} d}} \tag{4.24}
\end{equation*}
$$

$$
\begin{align*}
& T_{3}=-\Omega T_{1}  \tag{4.25}\\
& \Gamma=(1-\Omega) T_{1}-1 \tag{4.26}
\end{align*}
$$

where

$$
\begin{equation*}
\Omega=\frac{1-e^{i\left(k_{3}-K\right) d}}{1-e^{i\left(k_{1}-K\right) d}} \tag{4.27}
\end{equation*}
$$

In terms of these constants, the solution (4.19) becomes

$$
\begin{equation*}
v(n)=T_{1}\left(e^{i k_{1} n d}-\Omega e^{i k_{3} n d}\right), \quad n>0 \tag{4.28}
\end{equation*}
$$

Since $k_{1}$ and $k_{3}$ have positive imaginary parts, (4.28) shows that both of the transmitted waves are attenuated. The $k_{3}$ wave decays within a transition layer containing
[a/d] lattice points, where $[x]$ means the least integer greater than $x$. The corresponding transmission coefficient $T_{3}$ is of order $\epsilon^{2}$. This can be verified by expanding $\Omega$ in (4.27) in a power series with respect to the small parameter $\epsilon$. Therefore, the major contribution to transmitted field is due to the $k_{1}$ wave. By comparing (4.21) with (I.4.15), we see that $k_{1}$ is approximately equal to the effective propagation constant defined there only when $\left(a^{-1} d\right) \gg 1$,i.e., when the correlation length is small compared with the lattice spacing. This means that we cannot, in general, replace the random lattice in the half-space by a perfect lattice with an effective propagation constant.

## 5. REFLECTION AND TRANSMISSION OF A WAVE INCIDENT FROM A RANDOM LATTICE

We only consider a one-dimensional lattice with an exponential correlation. We suppose that the incident wave from the random lattice for $n>0$ is $e^{-i k_{1} n^{d}}$ where $k_{1}$ is given by (4.21). We seek a solution of the form

$$
\begin{align*}
& v(n)=e^{i k_{1} n d}+\Gamma_{11} e^{i k_{1} n d}+\Gamma_{13} e^{i k_{3} n d}, \quad n \geq 0 \\
& v(n)=T_{10} e^{-i k_{0} n d}, \quad n \leq 0 \tag{5.1}
\end{align*}
$$

The three constants $\Gamma_{11}, \Gamma_{13}$, and $T_{10}$ are as yet to be determined. To this end, we first equate (5.1) to (5.2) at $n=0$ and then substitute (5.1) and (5.2) into (3.10) to obtain

$$
\begin{align*}
& \Gamma_{11}+\Gamma_{13}-T_{10}+1=0,  \tag{5.3}\\
& \Gamma_{11}\left(1+e^{i k_{1} d}-e^{i k_{0} d}\right)+\Gamma_{13}\left(1+e^{i k_{3} d}-e^{i k_{0} d}\right) \\
& \quad+\left(1+e^{-i k_{1} d}-e^{i k_{0} d}\right)=i \epsilon^{2} \frac{\omega^{4} m^{2}}{2 \alpha \sin k_{0} d}\left(1-e^{-d / a}\right) \tag{5.4}
\end{align*}
$$

Inserting (5.1) and (5.2) into (4.16) gives an additional equation

$$
\begin{align*}
\left(1-e^{-i\left(k_{1}+K\right) d}\right)^{-1} \Gamma_{11} & +\left(1-e^{-i\left(k_{3}+K\right) d}\right)^{-1} \\
& \times \Gamma_{13}+\left(1-e^{i\left(k_{1}-K\right) d}\right)^{-1}=0 . \tag{5.5}
\end{align*}
$$

Equations (5.3) to (5.5), when solved, yield solutions for $\Gamma_{11}, \Gamma_{13}$, and $T_{10}$ given by

$$
\begin{align*}
& \Gamma_{11}=E_{11} / D  \tag{5.6}\\
& \Gamma_{13}=E_{13} / D  \tag{5.7}\\
& T_{10}=1+\left(E_{11}+E_{13}\right) / D \tag{5.8}
\end{align*}
$$

Here, for brevity, we have defined $E_{11}, E_{13}$, and $D$ as

$$
\begin{gather*}
E_{11}=\frac{1+e^{-i k_{1} d}-e^{i k_{0} d}}{1-e^{-i\left(k_{3}+K\right) d}}-\frac{1+e^{i k_{3} d}-e^{i k_{0} d}}{1+e^{i\left(k_{1}-K\right) d}} \\
-i \epsilon^{2} \frac{\omega^{4} m^{2}\left(1-e^{-d / a}\right)}{2 \alpha \sin k_{0} d\left(1-e^{-2 i k d}\right)},  \tag{5.9}\\
E_{13}=\frac{1+e^{i k_{1} d}-e^{i k_{0} d}}{1+e^{i\left(k_{1}-K\right) d}}-\frac{1+e^{-i k_{1} d}-i k_{0} d}{1-e^{-i\left(k_{1}+K\right) d}} \\
\quad+i \epsilon^{2} \frac{\omega^{4} m^{2}\left(1-e^{-d / a}\right)}{2 \alpha \sin k_{0} d\left[1-e^{-i\left(k_{0}+K\right) d}\right]}  \tag{5.10}\\
D=  \tag{5,11}\\
1+e^{i k_{3} d}-e^{i k_{0} d}-\frac{1+e^{i k_{1} d}-e^{i k_{0} d}}{1-e^{-i\left(k_{3}+K\right) d}}
\end{gather*}
$$

Results (5.6)-(5.8) can be made explicit by expanding (5.9)-(5.11) in powers of $\epsilon^{2}$. However, we shall not do so because the expanded forms are rather lengthy.
If the incident wave is $e^{-i k_{3} n d}$, the corresponding solution is of the form

$$
\begin{align*}
& v(n)=e^{-i k_{3} n d}+\Gamma_{31} e^{i k_{1} n d}+\Gamma_{33} e^{i k_{3} n d}, \quad n \geq 0,  \tag{5.12}\\
& v(n)=T_{30} e^{-i k_{0} n d}, \quad n \leq 0 \tag{5.13}
\end{align*}
$$

The coefficients $\Gamma_{31}, \Gamma_{33}$, and $T_{30}$ are obtainable from $\Gamma_{11}, \Gamma_{13}$, and $T_{10}$, respectively, by interchanging $k_{1}$ and $k_{3}$ in (5.9)-(5.11).

## 6. REFLECTION AND TRANSMISSION BY A FINITE IMPERFECT CRYSTAL

Let us consider an infinite lattice in which only the point masses at $n d, n=0,1,2, \ldots, N$, are defective, while the remaining ones are uniform. For the reflection and transmission problem, we have to solve Eqs.(3.8) and (3.9) subject to boundary conditions (3.14) to (3.17).

## Case A: Uncorrelated mass defects

This is a modification of Case B in Sec. 4 to a finite $N$. Equation (3.8) reads

$$
\begin{align*}
\left(\Delta^{2}+\beta^{2}\right) v(n)+\epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle \omega^{4} m^{2}}{\alpha_{1}} g(\omega) v(n) & =0 \\
& 0<n<N \tag{6.1}
\end{align*}
$$

The solution of (6.1) can be written as

$$
\begin{equation*}
v(n)=T_{1} e^{i k_{1} n d}+T_{2} e^{i k_{2} n d}, \quad 0 \leq n \leq N, \tag{6.2}
\end{equation*}
$$

where $k_{1}$ and $k_{2}$ are two roots of the dispersion Eq. (4.9)
To satisfy the boundary conditions, we use (6.2) in (3.14) to (3.17) to get

$$
\begin{align*}
& T_{1}+T_{2}=1+\Gamma  \tag{6.3}\\
& T_{1} e^{i k_{1} d}+T_{2} e^{i k_{2} d}=\mathrm{b}_{1}+\mathrm{b}_{2} \Gamma  \tag{6.4}\\
& T_{1} e^{i N k_{1} d}+T_{2} e^{i N k_{2} d}=T  \tag{6.5}\\
& T_{1} e^{i(N-1) k_{1} d}+T_{2} e^{i(N-1) k_{2} d}=\mathrm{b}_{3}+\mathrm{b}_{2} T . \tag{6.6}
\end{align*}
$$

After solving the system of Eqs.(6.3) to (6.6) and simplifying the results, we obtain, with $L=N d$

$$
\begin{array}{r}
T_{1}=1-\epsilon^{2} \frac{\omega^{4} m^{2}\left\langle\mu^{2}\right\rangle}{2 \alpha_{1} \beta\left(4-\beta^{2}\right)^{1 / 2}}\left(\frac{2-\beta^{2}}{\beta\left(4-\beta^{2}\right)^{1 / 2}}+3 i\right) \\
T_{2}=i \epsilon^{2} \frac{\omega^{4} m^{2}\left\langle\mu^{2}\right\rangle}{2 \alpha_{1} \beta\left(4-\beta^{2}\right)^{1 / 2}}\left(1+i \frac{2-\beta^{2}}{\beta\left(4-\beta^{2}\right)^{1 / 2}}\right) \\
\times g(\omega) e^{2 i k_{1} L}+O\left(\epsilon^{4}\right),
\end{array}
$$

$$
\begin{aligned}
\Gamma=-\frac{\epsilon^{2} \omega^{4} m^{2}\left\langle\mu^{2}\right\rangle}{2 \alpha_{1} \beta\left(4-\beta^{2}\right)^{1 / 2}} & \left(\frac{2-\beta^{2}}{\beta\left(4-\beta^{2}\right)^{1 / 2}}\left(1+e^{2 i k_{1} L}\right)\right. \\
& \left.+i\left(3-e^{2 i k_{1} L}\right)\right) g(\omega)+O\left(\epsilon^{4}\right),
\end{aligned}
$$

$$
T=\left[1-\epsilon^{2} \frac{\omega^{4} m^{2}\left\langle\mu^{2}\right\rangle}{\alpha_{1} \beta\left(4-\beta^{2}\right)^{1 / 2}}\left(\frac{2-\beta^{2}}{2 \beta\left(4-\beta^{2}\right)^{1 / 2}}-i\right)\right.
$$

$$
\begin{equation*}
\times g(\omega)] e^{i k_{1} L}+O\left(\epsilon^{4}\right) \tag{6.10}
\end{equation*}
$$

We note that, as $L \rightarrow \infty, T_{2}$ and $T$ approach zero, and $T_{1}$ and $\Gamma$ yield, respectively, the transmission and reflection coefficients given by (4.11) and (4.12) for a semi-infinite imperfect crystal. This is a consequence of the positivity of $\operatorname{Im}\left\{k_{1}\right\}$ so that the exponential functions $e^{i k_{1} L}$ and $e^{2 i k_{1} L}$ decay in $L$.

If we specialize our results $(6.7)-(6,10)$ to the one-dimensional case, they become

$$
\begin{gather*}
T_{1}=1-i \epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle}{8}\left[\left(\frac{\omega_{c}}{\omega}\right)^{2}-1\right]^{-1}\left(\begin{array}{c}
\left(\omega_{c} / \omega\right)^{2}-2 \\
\left(\omega_{c} / \omega\right)^{2}-1
\end{array}+3 i\right) \\
+O\left(\epsilon^{4}\right),  \tag{6.11}\\
T_{2}=-\epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle}{8}\left[\left(\frac{\omega_{c}}{\omega}\right)^{2}-1\right]^{-1}\left(\begin{array}{c}
\left.1+i \frac{\left(\omega_{c} / \omega\right)^{2}-2}{\left(\omega_{c} / \omega\right)^{2}-1}\right) \\
\times e^{2 i k L}+O\left(\epsilon^{4}\right),
\end{array}\right. \\
T=-i \epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle}{8}\left[\left(\frac{\omega_{c}}{\omega}\right)^{2}-1\right]^{-1}\left(\frac{\left(\omega_{c} / \omega\right)^{2}-2}{\left(\omega_{c} / \omega\right)^{2}-1}\right.  \tag{6.12}\\
\left.\times\left(1+e^{2 i k L}\right)+i\left(3-e^{2 i k L}\right)\right)+O\left(\epsilon^{4}\right),
\end{gathered} \begin{gathered}
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T=1-i \epsilon^{2} \frac{\left\langle\mu^{2}\right\rangle}{8}\left[\left(\frac{\omega_{c}}{\omega}\right)^{2}-1\right]^{-1}\left(\frac{\left(\omega_{c} / \omega\right)^{2}-2}{\left(\omega_{c} / \omega\right)^{2}-1}-\frac{i}{2}\right)  \tag{6.13}\\
\times e^{i k L}+O\left(\epsilon^{4}\right),
\end{gather*}
$$

Case B: Exponentially correlated mass defects in one-dimension

This is the finite version of Case C in Sec.4. We may write down the solution as follows:

$$
\begin{align*}
& v(n)=e^{i k_{0} n d}+\Gamma e^{-i k_{0} n d}, \quad n \leq 0,  \tag{6.15}\\
& v(n)=\sum_{j=1}^{4} T_{j} e^{i k_{j} n d}, \quad 0 \leq n \leq N,  \tag{6.16}\\
& v(n)=T e^{i k_{0} n d}, \quad n \geq N . \tag{6.17}
\end{align*}
$$

Imposing the boundary conditions (3.14) to (3.17) gives four equations for the unknown constants $\Gamma, T_{1}$, $\ldots, T_{4}, T$

$$
\begin{align*}
& \sum_{j=1}^{4} T_{j}=1+\Gamma  \tag{6.18}\\
& \sum_{j=1}^{4} T_{j} e^{i k_{j} d}=\mathrm{b}_{1}+\mathrm{b}_{2} \Gamma  \tag{6.19}\\
& \sum_{j=1}^{4} T_{j} e^{i k_{j} L}=T  \tag{6.20}\\
& \sum_{j=1}^{4} T_{j} e^{i k_{j}(L-d)}=\mathrm{b}_{3}+\mathrm{b}_{2} T \tag{6.21}
\end{align*}
$$

Since there are six unknowns, we need two more equations. The additional two equations can be obtained by inserting (6.16) into (4.18) when $0<n<N$. This procedure yields

$$
\begin{align*}
& \sum_{j=1}^{4} T_{j}\left(1-e^{i\left(k_{j}-K\right) d}\right)^{-1}=0  \tag{6.22}\\
& \sum_{j=1}^{4} T_{j} e^{i\left(k_{j}+K\right)(L+d)}\left(1-e^{i\left(k_{j}-K\right) d}\right)^{-1}=0 \tag{6.23}
\end{align*}
$$

Now Eqs. (6.18) to (6.23) determine the six constants
uniquely. To solve them, let $D_{1}$ denote the determinant of a $4 \times 4$ matrix $\left[d_{i j}\right]$ with elements $d_{i j}, i, j=1,2,3,4 ;$ defined by

$$
\begin{align*}
& d_{1 j}=e^{i k_{0} d}-e^{-i k_{0} d}  \tag{6.24}\\
& d_{2 j}=e^{i k_{j}(L-d)}-e^{-i k_{0} d}  \tag{6.25}\\
& d_{3 j}=\left(1-e^{i\left(k_{j}-K\right) d}\right)^{-1}  \tag{6.26}\\
& d_{4 j}=e^{i\left(k_{j}+K\right)(L+d)}\left(1-e^{i\left(k_{j}-K\right) d}\right)^{-1} \tag{6.27}
\end{align*}
$$

Further, let $D_{i j}$ designate the cofactors of the matrix $\left[d_{i j}\right] ; E_{j}$ the determinants with $j$ th column of $D_{1}$ replaced by ones; $F_{k}$, the determinant obtained from $D_{1}$ with the $k$ th column replaced by $e^{i k_{j} L}, j=1,2,3,4$. Then the solutions of Eqs. (6.18) to (6.23) read

$$
\begin{align*}
\Gamma=\frac{i}{D}\left(2 E_{1} \sin k_{0} d\right. & -\epsilon^{2}\left(E_{1}+E_{2}\right) \\
& \left.\times \frac{\omega^{2} m\left\langle\mu^{2}\right\rangle\left(1-e^{i k(L+d)}\right)}{2 \alpha \sin k_{0} d\left(1-e^{i K d}\right)}\right)-1 \tag{6.28}
\end{align*}
$$

$$
\begin{align*}
T_{j}= & \frac{i}{D}\left(2 D_{1 j} \sin k_{0} d-\epsilon^{2}\left(D_{1 j}+D_{2 j}\right)\right. \\
& \left.\times \frac{\omega^{2} m\left\langle\mu^{2}\right\rangle\left(1-e^{i K(L+d)}\right)}{2 \alpha \sin k_{0} d\left(1-e^{i K d}\right)}\right), \quad j=1,2,3,4 \tag{6.29}
\end{align*}
$$

$T=\frac{i}{D}\left(2 F_{1} \sin k_{0} d-\epsilon^{2}\left(F_{1}+F_{2}\right) \frac{\omega^{2} m\left\langle\mu^{2}\right\rangle\left(1-e^{i K(L+d)}\right.}{2 \alpha \sin k_{0} d\left(1-e^{i K d}\right)}\right)$.

Here we shall not expand these formulas in $\epsilon$ for compactness.

## 7. THE SCATTERING BY A SEMI-INFINITE IMPERFECT CRYSTAL WITH AN ARBITRARY CORRELATION FUNCTION

Let us generalize the problems considered in Sec. 8 to that of an arbitrary, homogeneous and istropic correlation function. To solve this problem, we shall adapt the Weiner-Hopf method to the case of a discrete variable. We first introduce a sequence $h^{\prime}(n)$ defined as

$$
\begin{align*}
& h^{\prime}(n)=\left(\Delta^{2}+\beta^{2}\right) v(n)+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1}} \sum_{n^{\prime}=0}^{\infty} \\
& \widehat{G R}\left(\left|n-n^{\prime}\right|, \omega\right) V\left(n^{\prime}\right), \quad-\infty<n<\infty \tag{7.1}
\end{align*}
$$

where $\widehat{G R}\left(\left|n-n^{\prime}\right|, \omega\right)$ was given by (3.8). We note that

$$
\begin{equation*}
h^{\prime}(n)=0, \quad n>0 \tag{7.2}
\end{equation*}
$$

In order to apply the conventional Wiener-Hopf method, we extend the definitions of functions of discrete variable $f(n)$ (or sequences) to that of functions of a continuous variable $f(x)$ as follows

$$
\begin{align*}
& f(x)=f(n), \quad\left(n-\frac{1}{2}\right) d<x \leq\left(n+\frac{1}{2}\right) d \\
& n=0, \pm 1, \pm 2, \cdots \tag{7.3}
\end{align*}
$$

With the aid of (7.3), Eqs. (7.1) and (7.2) can be rewritten as

$$
\begin{align*}
& h(x)=\left(\Delta_{x}^{2}+\beta^{2}\right) v(x)+\frac{\epsilon^{2} \omega^{4} m^{2}}{\alpha_{1} d} \int_{0}^{\infty} \\
& \widehat{G R}(|x-y|, \omega) v(y) d y, \quad-\infty<x<\infty \tag{7.4}
\end{align*}
$$

## Here, we have put

$$
\begin{align*}
h(x) & =h^{\prime}(x)-\frac{1}{2} \epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1} d} \widehat{G R}(|x|, \omega) v(0), \quad x<0  \tag{7.5}\\
& =-\frac{1}{2} \epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1} d} \widehat{d}(|x|, \omega) v(0), \quad x>0 \tag{7.6}
\end{align*}
$$

and

$$
\begin{equation*}
\Delta_{x}^{2} v(x)=v(x+d)-2 v(x)+v(x-d) \tag{7.7}
\end{equation*}
$$

Let the Fourier transform of a function $f(x)$ be denoted by $\tilde{f}(\lambda)$ which is given by

$$
\begin{equation*}
\tilde{f}(\lambda)=\int_{-\infty}^{\infty} e^{-i \lambda x} f(x) d x \tag{7.8}
\end{equation*}
$$

and by $\tilde{f}_{+}(\lambda)$ or $\bar{f}-(\lambda)$ if the range of integration in (7. 8) is over $(0, \infty)$ or over $(-\infty, 0)$. Taking the Fourier transform of (7.4) yields

$$
\begin{align*}
& \tilde{h}(\lambda)=\left[2(\cos \lambda d-1)+\beta^{2}\right] \tilde{v}_{+}(\lambda)+\frac{\epsilon^{2} \omega^{4} m^{2}}{\alpha_{1} d} \\
& \times[\widetilde{G R}](\lambda, \omega) v_{+}(\lambda)+r(\lambda) \tag{7.9}
\end{align*}
$$

where

$$
\begin{align*}
r(\lambda) & =4 \frac{\sin \lambda d / 2(\cos \lambda d-1)}{\lambda}\left[\left(1-e^{i\left(\lambda-k_{0}\right) d}\right)^{-1}\right. \\
& +\Gamma\left(1-e^{i\left(\lambda+k_{0}\right) d}\right)^{-1}-i \frac{\left(\mathrm{~b}_{1}+\mathrm{b}_{2} \Gamma\right)}{\lambda}\left(1-e^{i \lambda d / 2}\right) \\
& +i\left(e^{-i k_{0} d}+\Gamma e^{i k_{0} d}\right) \frac{e^{-i \lambda d / 2}-1}{\lambda}+i 2 \frac{(1+\Gamma)}{\lambda}  \tag{7.10}\\
& \times\left[\left(\cos k_{0} d-1\right)\left(1-e^{i \lambda d / 2}\right)+(\cos \lambda d-\cos \lambda d / 2)\right]
\end{align*}
$$

In obtaining the above equations, use has been made of the boundary conditions (3.14) and (3.15). We assume that the coefficient of $v_{+}(\lambda)$ can be factored into the form

$$
\begin{equation*}
2(\cos \lambda d-1)+\beta^{2}+\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha_{1} d}[\widetilde{G R}](\lambda, \omega)=\frac{m_{+}(\lambda)}{m_{-}(\lambda)} \tag{7.11}
\end{equation*}
$$

where $m_{+}$and $m_{-}$are analytic functions of $\lambda$ in the respective regions $\operatorname{Im}\{\lambda\} \geq 0$ and $\operatorname{Im}\{\lambda\} \leq 0$. Then Eq. (6.9) becomes

$$
\begin{equation*}
m_{+}(\lambda) \tilde{v}_{+}(\lambda)=m_{-}(\lambda)\left\{\tilde{h}_{-}(\lambda)-r(\lambda)\right\} \tag{7.12}
\end{equation*}
$$

Since by definition, $\bar{v}_{+}(\lambda)$, is analytic for $\operatorname{Im}\{\lambda\} \geq 0$ and $\tilde{h}_{-}(\lambda)$ is analytic for $\operatorname{Im}\{\lambda\} \leqslant 0$, the left-hand side and the right-hand side of (6.12) have domains of analyticity similar to that of $m_{+}$and $m_{-}$. As the real axis is the common domain of analyticity, each side can be continued analytically into the whole $\lambda$ plane. Furthermore, each side must be an entire function $e(\lambda)$. Therefore, we have $m_{+} \tilde{v}_{+}=e$ and

$$
\begin{equation*}
\tilde{v}_{+}(\lambda)=e(\lambda) / m_{+}(\lambda) \tag{7.13}
\end{equation*}
$$

The entire function $e(\lambda)$ can be determined by regularity conditions at infinity and the boundary conditions (3.14) and (3.15). The solution $v(n)$ is thus obtained by taking the inverse transform of (6.13) and setting $x=$ $n d$.

## 8. MEAN GREEN'S FUNCTION FOR AN INFINITE LATTICE

We wish to find the mean Green's function $H_{0}$ which
satisfies the equation

$$
\begin{align*}
&\left(\sum_{j=1}^{3} \alpha_{j} \Delta_{j}^{2}+\omega^{2} m\right) H_{0}\left(n, n^{\prime}\right)+\epsilon^{2} \omega^{4} m^{2} \sum_{1} \\
& G(n, l) R(n, l) H_{0}\left(l, n^{\prime}\right)=\delta_{n n^{\prime}} \tag{8.1}
\end{align*}
$$

and the outgoing condition at infinity. Here $\delta_{n n^{\prime}}$ is an abbreviation for the triple product of Kronecker deltas $\Pi_{j=1}^{3} \delta_{n_{j} n_{j}^{\prime}}$.

We first consider a one-dimensional case with an exponential correlation function, then indicate how to treat the general problem. In this case, Eq. (7.1) reduces to

$$
\begin{align*}
\left(\Delta^{2}+\frac{\omega^{2} m}{\alpha}\right) H_{0}\left(n, n^{\prime}\right) & -\epsilon^{2} \frac{\omega^{4} m^{2}\left\langle\mu^{2}\right\rangle}{2 i \alpha \sin k_{0} d} \sum_{l=-\infty}^{\infty} \\
& \times e^{i K|n-l| d} H_{0}\left(l, n^{\prime}\right)=\frac{1}{\alpha} \delta_{n n} \prime \tag{8.2}
\end{align*}
$$

To get an outgoing solution of (8.2), we try a solution of the form

$$
\begin{equation*}
H_{0}\left(n, n^{\prime}\right)=\Omega\left(e^{i k_{1}\left|n-n^{\prime}\right| d}-\Theta e^{i k_{3}\left|n-n^{\prime}\right| d}\right) \tag{8.3}
\end{equation*}
$$

where $k_{1}$ and $k_{3}$ were defined by Eq. $(4,20)$ and $\Omega, \Theta$ are constants to be determined. For (8.3) to satisfy (8.2), we substitute the former into the latter, for $n \neq n^{\prime}$, to obtain

$$
\Lambda\left[\left(2\left(\cos k_{1} d-1\right)+\frac{\omega^{2} m}{\alpha}-\epsilon^{2}\left\langle\mu^{2}\right\rangle\right.\right.
$$

$$
\begin{align*}
& \left.\left.\times \frac{\omega^{4} m^{2} \sin k_{1} d}{2 \alpha \sin k_{0} d\left(\cos k_{1} d-\cos K d\right)}\right) e^{i k_{1}\left|n-n^{\prime}\right| d}\right] \\
& -\Theta\left[\left(2\left(\cos k_{3} d-1\right)+\frac{\omega^{2} m}{\alpha}-\epsilon^{2}\left\langle\mu^{2}\right\rangle\right.\right. \\
& \times \frac{\omega^{4} m^{2} \sin k_{1} d}{2 \alpha \sin k_{0} d\left(\cos k_{3} d-\cos K d\right)} e^{i k_{3} \mid n^{-n^{\prime} \mid d}} \\
& +\epsilon^{2} \frac{\omega^{4} m^{2}}{\alpha \sin k_{0} d}\left(\frac{\sin k_{1} d}{\cos k_{1} d-\cos K d}-\Theta \frac{\sin k_{3} d}{\cos k_{3} d-\cos K d}\right) \\
& \left.\times e^{i K\left|n-n^{\prime}\right| d}\right]=0 \tag{8.4}
\end{align*}
$$

Invoking (4.20), (8.4) can be reduced to

$$
\begin{equation*}
\frac{\sin k_{1} d}{\cos k_{1} d-\cos K d}-\Theta \frac{\sin k_{3} d}{\cos k_{3} d-\cos K d}=0 \tag{8.5}
\end{equation*}
$$

For $n=n^{\prime}$, the above substitution yields

$$
\begin{gather*}
\Lambda\left(2\left(e^{i k_{1} d}-\Theta e^{i k_{3} d}\right)-(1-\Theta)\left(2-\frac{\omega^{2} m}{\alpha}\right)\right. \\
+\epsilon^{2} \frac{\omega^{4} m^{2}\left\langle_{\mu}^{2}\right\rangle}{2 i \alpha^{2} \sin k_{0} d} i \frac{\sin k_{1} d-\sin K d}{\cos k_{1} d-\cos K d} \\
\left.-i \Theta \frac{\sin k_{3} d-\sin K d}{\cos k_{3} d-\cos K d}\right)=\frac{1}{\alpha} \tag{8.6}
\end{gather*}
$$

Upon solving (8.5) and (8.6), we obtain

$$
\begin{equation*}
\theta=\sin k_{1} d\left(\cos k_{1} d-\cos K d\right) / 2 i \alpha\left(\cos k_{1} d-\cos k_{3} d\right) \tag{8.7}
\end{equation*}
$$

$$
\begin{equation*}
\Lambda=\frac{\cos k_{1} d-\cos K d}{2 i \alpha\left(\cos k_{1} d-\cos k_{3} d\right)} \tag{8.8}
\end{equation*}
$$

In obtaining (8.8), use has been made of Eq. (4.20)
which holds for an infinite lattice as well. This completes the construction of the mean Green's function $H_{0}$.

For an arbitrary correlation function in three dimensions, the Fourier transform technique may be employed to solve (8.1). The answer will be explicit if the inversion is possible.

## 9. MEAN GREEN'S FUNCTION FOR A SEMIINFINITE LATTICE

We shall now construct the mean Green's function $H\left(n, n^{\prime}\right)$ corresponding to the special Case (C) in Sec. 4. To this end, it is found convenient to treat two cases separately according to the location of a unit source in the right or in the left half-planes. For a source placed at $n^{\prime} d$ with $n^{\prime}<0$, the mean wave excited must satisfy the equations

$$
\begin{align*}
& \left(\Delta^{2}+\frac{\omega^{2} m}{\alpha}\right) H\left(n, n^{\prime}\right)-\epsilon^{2} \frac{\omega^{4} m^{2}\left\langle\mu^{2}\right\rangle}{2 i \alpha \sin k_{0} d} \sum_{l=0}^{\infty} \\
& \quad \times e^{i K|l-n| d} H\left(l, n^{\prime}\right)=0, \quad n>0, \quad n^{\prime}<0  \tag{9.1}\\
& \quad\left(\Delta^{2}+\frac{\omega^{2} m}{\alpha}\right) H\left(n, n^{\prime}\right)=\frac{1}{\alpha} \delta_{n n^{\prime}}, \quad n, n^{\prime}<0 . \tag{9.2}
\end{align*}
$$

Also, we require $H\left(n, n^{\prime}\right)$ to conform with an analog of boundary conditions (3.14) and (3.15). For $n<0$, we write $H\left(n, n^{\prime}\right)$ as

$$
\begin{equation*}
H\left(n, n^{\prime}\right)=\frac{e^{i k_{0}\left|n-n^{\prime}\right| d}}{2 i \alpha \sin k_{0} d}+U\left(n, n^{\prime}\right), \quad n, n^{\prime} \leq 0 \tag{9.3}
\end{equation*}
$$

where $U\left(n, n^{\prime}\right)$ is a solution to the homogeneous Eq. of (9.2).

Since a unit source at $n^{\prime} d$ produces a plane wave incident upon the random lattice, it must be reflected and transmitted. $U$ is therefore a reflected plane wave, so that

$$
\begin{align*}
& H\left(n, n^{\prime}\right)=\frac{1}{2 i \alpha \sin k_{0} d}\left(e^{i k_{0}\left|n-n^{\prime}\right| d}+\Gamma e^{-i k_{0}\left(n+n^{\prime}\right) d}\right) \\
& n, n^{\prime} \leq 0 \tag{9.4}
\end{align*}
$$

where $\Gamma$ is the reflection coefficient given by (4.26). With this interpretation, one sees clearly that the transmitted waves are

$$
\begin{align*}
& H\left(n, n^{\prime}\right)=\frac{1}{2 i \alpha \sin k_{0} d} T_{1} e^{i n^{\prime} d}\left(e^{i k_{1} n d}-\Omega e^{i k_{3} n d}\right), \\
& n \geq 0, \quad n^{\prime} \leq 0 \tag{9.5}
\end{align*}
$$

Here $T_{1}$ and $\Omega$ are the same constants found before [see (4.24) and (4.27)].

When the source lies in the right half-plane, we have to interchange the right-hand sides of (9.1) and (9.2). Let us express $H\left(n, n^{\prime}\right)$ in the form

$$
\begin{equation*}
H\left(n, n^{\prime}\right)=H_{0}\left(n, n^{\prime}\right)+V\left(n, n^{\prime}\right), \quad n, n^{\prime} \geq 0 \tag{9.6}
\end{equation*}
$$

in which $H_{0}$ is the Green's function computed in the previous section and $V\left(n, n^{\prime}\right)$ is a solution to the homogeneous equation (9.1). In view of (8.3), $H_{0}$ constitutes two plane waves incident from the right half-plane. Again this may be viewed as a reflection and transmission problem which was solved in Sec.5. The function $V$ in $(9,6)$ represents the reflected field. Making use of the
results obtained before, we have

$$
\begin{align*}
& H\left(n, n^{\prime}\right)=H_{0}\left(n, n^{\prime}\right)+\Lambda\left[\left(\Gamma_{11} e^{i k_{1} n d}+\Gamma_{13} e^{i k_{3} n d}\right) e^{i k_{1} n^{\prime} d}\right. \\
& \left.\quad-\Theta\left(\Gamma_{31} e^{i k_{1} n d}+\Gamma_{33} e^{i k_{3} n d}\right) e^{i k_{3} n^{\prime} d}\right] \\
& \quad n, n^{\prime} \geq 0 \tag{9.7}
\end{align*}
$$

The corresponding transmitted wave is given by

$$
\begin{align*}
& H\left(n, n^{\prime}\right)=\Lambda\left(T_{10} e^{i k_{1} n^{\prime} d}-\Theta T_{30} e^{i k_{3} n^{\prime} d}\right) e^{-i k_{0} n d} \\
& n \leq 0, n^{\prime} \geq 0 \tag{9.8}
\end{align*}
$$

Equations (9.4), (9.5), (9.7), and (9.8), when taken all together, specify the mean Green's function $H\left(n, n^{\prime}\right)$ completely.

It is noted that, in general, the mean Green's can be obtained by the Wiener-Hopf method in a similar manner to that we presented in Sec. 7.

## APPENDIX: APPROXIMATE EVALUATIONS OF $g(\omega)$ IN TWO AND THREE DIMENSIONS

The Green's function (1.5) can be rewritten as a single integral involving an exponential function and a triple product of Bessel functions (see Ref.14):

$$
\begin{array}{r}
G(\mathrm{n}, \mathrm{~m})=\left(\frac{1}{2 \pi}\right)^{N}(i)^{\Sigma_{j=1}^{N}} l^{l_{j}^{+N}} \lim _{\epsilon \rightarrow 0^{+}} \int_{0}^{\infty} \exp \left[i t \left(M_{0} \omega^{2}-2\right.\right. \\
\left.\left.\times \sum_{j=1}^{N} K_{j} \pm i \epsilon\right)\right] \prod_{j=1}^{N} J_{l_{j}}\left(2 K_{j} t\right) d t, \tag{A1}
\end{array}
$$

where $N$ is the dimensions of the lattice and $l_{j}=n_{j}$ $m_{j}, j=1,2,3$.

When $\mathbf{n}=\mathbf{m}$, it yields

$$
\begin{array}{r}
g(\omega)=\left(\frac{i}{2 \pi}\right)^{N} \lim _{\epsilon \rightarrow 0^{+}} \int_{0}^{\infty} \exp \left[i t\left(M_{0} \omega^{2}-2 \sum_{j=1}^{N} K_{j} \pm i \epsilon\right)\right] \\
\times \prod_{j=1}^{N} J_{0}\left(2 K_{j} t\right) d t \tag{A2}
\end{array}
$$

For $N=2, g(\omega)$ can be expressed in terms of the complete elliptic integral of the first kind $K$ as follows (p.314, Ref. 13):

$$
\begin{equation*}
g(\omega)=\left(-1 / \sqrt{K_{1} K_{2}}\right)(1 / 2 \pi)^{3} z K(z) \tag{A3}
\end{equation*}
$$

in which $z$ was defined by (1.11).
Since $K$ is related to the hypergeometric function $F$ by $K(z)=(\pi / 2) F\left(\frac{1}{2}, \frac{1}{2} ; 1 ; z\right)$ (see p. 591, Ref.13) for $z$ real and $z<1$, it follows by the principle of analytic continuation, that the expression (1.10) holds for other values of $z$ in the domain of analyticity of $F$ in the complex $z$ plane.

$$
\text { For } N=3 \text { and } K_{2}=K_{3},(\mathrm{~A} 2) \text { yields }
$$

$$
\begin{align*}
g(\omega)=-i\left(\frac{1}{2 \pi}\right)^{3} \lim _{\epsilon \rightarrow 0^{+}} \int_{0}^{\infty} \exp & {\left[i t\left(M_{0} \omega^{2}-2 \sum_{j=1}^{3} K_{j} \pm i \epsilon\right)\right] } \\
\times & J_{0}\left(2 K_{1} t\right) J_{0}^{2}\left(2 K_{2} t\right) d t . \tag{A4}
\end{align*}
$$

By using the identity (p. 294, Ref. 14)

$$
\begin{equation*}
J_{0}^{2}\left(2 K_{2} t\right)=\left(\frac{2}{\pi}\right) \int_{0}^{\pi / 2} J_{0}\left(4 K_{2} t \cos \phi\right) d \phi \tag{A5}
\end{equation*}
$$


(A4) becomes after an interchange of order of integrations

$$
\begin{align*}
g(\omega)=\left(\frac{1}{2 \pi}\right)^{4} \int_{0}^{\pi / 2} & \int_{0}^{\infty} \exp \left[i t\left(M_{0} \omega^{2}-2 \sum_{j=1}^{3} K_{j}\right)\right] \\
& \times J_{0}\left(2 K_{1} t\right) J_{0}\left(4 K_{2} t \cos \phi\right) d t d \phi \tag{A6}
\end{align*}
$$

The integral with respect to $t$ in (A6) is similar to (A2) for $N=2$; therefore, we may apply the previous results to obtain
$g(\omega)=-i\left(\frac{1}{2 \pi}\right)^{4} \frac{1}{\sqrt{K_{1} K_{2}}} \int_{0}^{\pi / 2}(\cos \phi)^{-1 / 2} W^{1 / 2} F$
$\left(\frac{1}{2}, \frac{1}{2} ; 1 ; W^{1 / 2}\right) d \phi$.

Here we have defined $W$ to be

$$
\begin{align*}
& W=4\left(2 K_{1} K_{2} \cos \phi\right)^{1 / 2}\left\{\left[M_{0} \omega^{2}+4 K_{1}(\cos \phi-1)\right]\right. \\
&\left.\times\left[M_{0}\left(\omega_{c}^{2}-\omega^{2}\right)+4 K_{2}(\cos \phi-1)\right]\right\}^{-1 / 2} \tag{A8}
\end{align*}
$$

By letting $\zeta=e^{i \theta}$, and extending the range of integration in (A7) to $-\pi / 2$, we arrive at the expression (1.12) for $g(\omega)$ as a contour integral along a semicircle $C$ as shown. By closing the contour and applying Cauchy's theorem, we conclude that

$$
\begin{equation*}
\int_{c}=\sum_{j=1}^{4} \int_{L_{j}}+\sum_{k=1}^{5} \int_{c_{k}} \tag{A9}
\end{equation*}
$$

Along the path and inside the contour, the singular (branch) points are $0, \pm i, \zeta_{1}, \zeta_{2}$, where $\zeta_{j}$ are the roots of $\zeta^{2}+2\left(\delta_{1}-1\right) \zeta+1=0$ when $\delta_{1}$ is small. It is found that $\int_{c_{k}}=0$ and the main contributions are due to $\int_{L_{1}}$ and $\int_{L_{2}}$. Since $\left|\zeta_{1}-\zeta_{2}\right| \approx 2 \sqrt{2 \delta_{1}}$ is small, in the integration, we approximate the regular parts of integrand $f(\zeta)$ by $f\left(\zeta_{0}\right)$, where $\zeta_{0}=1-\delta_{1} \approx 1$. In this way we obtain

$$
\begin{array}{r}
\int_{L_{1}} \sim \int_{-\left(2 \delta_{1}\right)^{1 / 2}}^{\left(2 \delta_{1}\right)^{1 / 2}}\left[2 \delta_{2}\left(\eta^{2}-2 \delta_{1}\right)\right]^{-1 / 2} F\left\{\frac{1}{2}, \frac{1}{2} ; 1 ; 2\left[2 \delta_{2}\right.\right. \\
\left.\left.\left(\eta^{2}-2 \delta_{1}\right)\right]^{-1 / 2}\right\} d \eta \tag{A10}
\end{array}
$$

By using the asymptotic formula (1.12) and effecting a trigonometric substitution, we arrive at the result

$$
\begin{align*}
& \int_{L_{1}}+\int_{L_{2}} \sim \pm 2 i\left(2 \delta_{1}\right)^{1 / 4}\left(2 \delta_{2}\right)^{1 / 2}(1 / \pi)\left[\left(4 \ln 2+\ln \left(1 / \delta_{1}\right)\right.\right. \\
& \left.\quad+\sqrt{\pi+\pi i}) \int_{0}^{\pi / 2} \cos ^{1 / 2} \theta d \theta+\int_{0}^{\pi / 2} \cos ^{1 / 2} \theta \ln \sec \theta d \theta\right] \tag{A11}
\end{align*}
$$

When (A11) is used in (A9) and (1.15), the result (1.19) follows.
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#### Abstract

An information-theoretical background is presented here for the functional random-walk model of a many-particle system, which was recently proposed to simulate nonequilibrium statistical mechanics in a certain coarse-graining sense. Next, entropy productivity and the maximum-entropy state in the model dynamics are studied with the new definition of entropy, which turns out to be a natural extension of the original Boltzmann entropy.


## 1. INTRODUCTION

It has been a central problem to derive the macroscopically observed, irreversible development of a many-particle system from the exact mechanical basis represented by the Liouville equation. For example, the ergodic theory may say how to deal with an equilibrium state of matters, but "gives no indication how quickly systems approach equilibrium" (Prigogine ${ }^{1}$ ). Therefore, it is natural to consider that some kind of operation independent of mechanics should be added in order to obtain a satisfactory explanation of such an irreversible development. ${ }^{2}$ Such an operation, however, does not seem to have been generally established yet, although we have seen many operations, case by case, that might be called "ad hoc approximations." (E.g.,Stosszahlansatz. A very general one was recently discussed by Prigogine, ${ }^{1}$ but the whole dynamics including this is far from simplifying the Liouville dynamics.) It is for this reason that the author has explored a new irreversible dynamics in as general and as simple a way as possible to filter the irreversible behavior out of the many-particle motion based on the exact dynamics. Thị dynamics was recently formulated into the functional random-walk model of a many-particle system. ${ }^{3}$

This model dynamics looks quite simple in structure. We treat, rather than 6 N -dimensional phase points, stochastic particle-number density fields in the onebody phase space. The equation for the probability distribution functional of the field is written in the Fokker-Planck form, which guarantees the irreversibility in question only if there exists any particle interaction. Such an operation is clearly defined in the theory to make it link to the exact dynamics, though some ambiguity was left in its true physical meaning despite our a.ttempt to relate it with coarse graining. Here, the physical meaning of the operation will be discussed again from another angle, i.e., from the informationtheoretical point of view (in Sec.2).

If we have only a macroscopic (mechanically very imperfect) knowledge of a system at the initial time, we will probably take the most unbiased initial condition for this knowledge in the exact dynamics. (This idea was adopted in plasma physics. ${ }^{4}$ Such a limitation of initial conditions may result in prohibiting reversed processes, though any entropy production is not included.) However, when we macroscopically observe the system at some time later, is the information supplied by the exact dynamics still the most unbiased for the observed quantities? The answer will be "no." But why "no"? If we consider this time as a new initial time, the most unbiased condition for the macroscopic knowledge at hand should then be taken. So long as the informationtheoretical idea is consistently pursued, we must discontinuously change the condition on the exact dynamics
at every macroscopic observation. Since the information entropy for the most unbiased condition is larger than any other and since the exact dynamics conserves the total entropy of a closed system, the information entropy must jump at every macroscopic observation. Then, what happens, if we observe the system macroscopically in a continuous manner? It is in this limit that a new entropyproductive dynamics, the functional random-walk model, may replace the exact dynamics. We may consider this idea as a dynamic version of Jaynes' statistical theory. ${ }^{5}$

Validity of the new dynamics is, however, to be finally judged by whether it can be well connected with the known equilibrium statistical mechanics of a steady state. Therefore, after entropy productivity of the dynamics is proved, the state with the maximum entropy is presented explicitly (in Sec.3). This was left as a future problem in the previous work. ${ }^{3}$ It is further shown that the mode of the stochastic particle-number density field for this state is equal to the Maxwell-Boltzmann distribution with the particle-interaction energy included in a self-consistent way (in Sec.4). This result is of the same quality as Jaynes' in his information-theoretical approach to an equilibrium system, and can be well compared with the Boltzmann and Gibbs equilibrium states. It is finally verified that our information entropy reduces to the original Boltzmann entropy when the state is in equilibrium and if the number density of particles is large (compared to one).

For simplicity, the discussion will be given for a closed, single-component many-particle system governed by classical mechanics.

## 2. INFORMATION-THEORETICAL BACKGROUND

According to the previous work, ${ }^{3}$ the basic FokkerPlanck equation in the functional random-walk model is formally written as

$$
\begin{align*}
\frac{\partial \tilde{\rho}}{\partial t}=-\int_{x} \frac{\delta}{\delta z(x)}[Q z(x) \bar{\rho}] d x+\frac{1}{2} \int_{X} \int_{X} \frac{\delta^{2}}{\delta z(x) \delta z\left(x^{\prime}\right)} \\
\times\left\{\rho\left[\phi\left(\left|q-q^{\prime}\right|\right) ; z(x) z\left(x^{\prime}\right)\right] ; \tilde{\beta}\right\} d x d x^{\prime}, \tag{2.1}
\end{align*}
$$

which governs the probability distribution functional $\bar{\rho}$ of the particle-number density field $n z(x)$ in the one-body phase space $X(\ni x)$. Here, $n$ is the average number density, $t$ the time variable, $\delta / \delta z(x)$ the functional derivative with respect to $z$ at $x, \mathscr{P}$ the operator which makes the subsequent symmetric function positive definite, [ ; ] the Poisson bracket, $\phi(q)$ the interaction potential between particles, $q$ being the displacement vector part of $x$, and $Q$ is the nonlinear operator defined as
$Q z(x)=\left[H_{1}(x) ; z(x)\right]+n \int_{X}\left[\phi\left(\left|q-q^{\prime}\right|\right) ; z(x) z\left(x^{\prime}\right)\right] d x^{\prime},(2.2)$
in which $H_{1}(x)$ is the one-body Hamiltonian; $Q$ may be called the Vlasov operator, since $\partial f / \partial t=Q f$ gives the self-consistent Vlasov equation. 2,3

Associated with (2.1), there are three conditions. First,

$$
\begin{equation*}
\int_{B} \tilde{\rho} \delta z=1 \tag{2.3}
\end{equation*}
$$

this is the normalization for $\bar{\rho}$ to be a probability distribution, and $\int_{B} \delta z$ denotes a functional integral over the function space $B$. In order to prescribe $B$, we have

$$
\begin{equation*}
\lim _{V \rightarrow \infty} \int_{X} z(x) d x / V=1 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \lim _{V \rightarrow \infty}\left\{\int_{X} n H_{1}(x) z(x) d x\right. \\
& \left.\quad+\int_{X} \int_{X} \frac{1}{2} n^{2} \phi\left(\left|q-q^{\prime}\right|\right) z(x) z\left(x^{\prime}\right) d x d x^{\prime}\right\} / V=\mathrm{const} \tag{2.5}
\end{align*}
$$

where $V$ is the volume containing the whole system; the latter gives the average energy of the closed system in question.

The previous work shows that if the operator $P$ is removed from(2.1), the equation becomes perfectly equivalent to the exact dynamics, the Liouville equation. In this case, however, the physical meaning of $\bar{\rho}$ and $z$ as described above should be completely lost. In other words, our (macroscopic) picture of the system as an entirety of random motion of particle-number density fields is tied to a slight mathematical modification of the basic equation by $\mathcal{P}$. We will then, in the exact dynamics, distinguish the dependent variable as $\rho$ from $\tilde{\rho}$. Originally, $\rho(z, t)$ was introduced as the functional Fourier transform of a state-functional. ${ }^{3}$

A general solution for $\bar{\rho}$ may be given in the form of a repeated multiple integral. That is,

$$
\begin{align*}
\tilde{\rho}(z, t)=\lim _{\Delta t \rightarrow 0} \int_{B} \cdots \int_{B} & P_{\Delta t}\left(z^{L} / z^{L-1}\right) \\
& \ldots P_{\Delta t}\left(z^{2} / z^{1}\right) \bar{\rho}\left(z^{1}, 0\right) \prod_{k=1}^{L-1} \delta z^{k} \tag{2.6}
\end{align*}
$$

where $z=z^{L}, \Delta t=t / L$, and the superscripts indicate the order of the time subintervals. The infinitesimal kernel $P_{\Delta t}$ is explicitly obtained from (2.1) as

$$
\begin{gather*}
P_{\Delta t}\left(z^{k+1} / z^{k}\right)=\int_{B} \exp \left\{i \int _ { X } y ^ { k } ( x ) \left[z^{k}(x)-z^{k+1}(x)\right.\right. \\
\left.+\Delta t Q z^{k}(x)\right] d x-\frac{1}{2} \Delta t \int_{X} \int_{X} y^{k}(x) y^{k}\left(x^{\prime}\right) \\
\left.\odot\left[\phi ; z^{k}(x) z^{k}\left(x^{\prime}\right)\right] d x d x^{\prime}\right\} \delta y^{k} . \tag{2.7}
\end{gather*}
$$

In parallel with this, we can write a general solution for $\rho$ in the exact dynamics; namely

$$
\begin{align*}
\rho(z, t)=\lim _{\Delta t \rightarrow 0} \int_{B} \ldots \int_{B} & K_{\Delta t}\left(z^{\left.L / z^{L-1}\right)}\right. \\
& \ldots K_{\Delta t}\left(z^{2} / z^{1}\right) \rho\left(z^{1}, 0\right) \prod_{k=1}^{L-1} \delta z^{k} \tag{2.8}
\end{align*}
$$

$K_{\Delta t}$ is also obtained, using the expression (2.7), as
$K_{\Delta t}\left(\frac{z^{k+1}}{z^{k}}\right)=P_{\Delta t}\left(\frac{z^{k+1}}{z^{k}}\right)+\frac{1}{2} \Delta t \int_{X} \int_{X} \frac{\delta^{2}}{\delta z^{k+1}(x) \delta z^{k+1}\left(x^{\prime}\right)}$
$\times(1-\mathcal{P})\left[\phi ; z^{k}(x) z^{k}\left(x^{\prime}\right)\right] P_{\Delta t}\left(z^{k+1} / z^{k}\right) d x d x^{\prime}$.
From this relation we can know to what degree the two dynamics differ from each other.

For instance, let us see the development in $\Delta t$ of $F_{1}$ and $\widetilde{F}_{1}$, the one-body distribution functions in both dynamics, remembering that ${ }^{3}$

$$
\begin{align*}
& F_{1}(x, t)=\int_{B} z(x) \rho(z, t) \delta z  \tag{2.10}\\
& \tilde{F}_{1}(x, t)=\int_{B} z(x) \rho(z, t) \delta z \tag{2.11}
\end{align*}
$$

If $F_{1}=\tilde{F}_{1}$ and $\rho=\tilde{\rho}$ at time $t^{k}$, it is easy to prove still that $F_{1}=\tilde{F}_{1}$ but $\rho \neq \bar{\rho}$ at $t^{k+1}=t^{k}+\Delta t$, by performing the functional integrations [derived from (2.10), (2.11)],

$$
\begin{align*}
& F_{1}\left(x, t^{k+1}\right)=\int_{B} \int_{B} z^{k+1}(x) K_{\Delta t}\left(z^{k+1} / z^{k}\right) \rho\left(z^{k}, t^{k}\right) \delta z^{k} \delta z^{k+1}  \tag{2.12}\\
& \tilde{F}_{1}\left(x, t^{k+1}\right)=\int_{B} \int_{B} z^{k+1}(x) P_{\Delta t}\left(z^{k+1} / z^{k}\right) \rho\left(z^{k}, t^{k}\right) \delta z^{k} \delta z^{k+1} \tag{2.13}
\end{align*}
$$

respectively, while such a perfect equality does not occur with all the other many-body distribution functions ( $F_{s}$ for $s \geq 2$ ). Thus, it is obvious that the model dynamics is not able to compete with the exact dynamics in predicting a change of the microscopic state, but that macroscopically we would hardly discriminate the predictions from both of a change of the state in $\Delta t$, if almost all macroscopic information comes from the onebody distribution function.

If this is the case, which is more suitable for the macroscopic description of a system, $\rho$ or $\tilde{\rho}$ ? According to the information-theoretical argument for statistical physics, ${ }^{5}$ reality of a distribution may be measured by the magnitude of information entropy for the same amount of restricted knowledge of the system. It is well known that the Liouville equation conserves total entropy. Therefore, if the new dynamics produces total information entropy, $\tilde{\rho}$ will take a relative advantage over $\rho$ in describing the system which has developed only with the restricted knowledge $\widetilde{F}_{1}\left(=F_{1}\right)$ from $t_{k}$ to $t^{k+1}$. The same thing can be said for any time-subinterval. ${ }^{6}$ And then, in the limit $\Delta t \rightarrow 0$ the new dynamics for $\tilde{\rho}$ will completely replace the dynamics for $\rho$. Entropy productivity of the functional random-walk model is to be proved in the next section. Thus, so long as we observe a many-particle system in a macroscopic way, i.e., with a very restricted knowledge like, at most, the one-body distribution function, it may be reasonable that we rather adopt the functional random-walk model than pursue the exact dynamics with a large amount of complete knowledge (i.e., $F_{s}$ for all $s$ ) most of which is never observed.

In other words, our standpoint is different than that of the traditional mechanics which deals with a complete knowledge of the state of all particles; the Liouville equation is based on this mechanics. However, we need not approach the reaility in only this way, unless we really have such a complete (microscopic) knowledge of the system from the beginning to the end. We may have a definite reason to introduce an information-theoretical approach, when the problem is treated with very inadequate knowledge.

## 3. ENTROPY

## A. Definition of H function

According to Shannon, 7 it might seem natural in our case to define the $H$ function (per degree of freedom) as ${ }^{8}$

$$
\begin{equation*}
H_{S}=\lim _{M \rightarrow \infty} \int_{B} \tilde{\rho}^{M} \log \tilde{\rho}^{M} \delta z^{M} / M \tag{3.1}
\end{equation*}
$$

where $\rho^{M}(z)=\tilde{\rho}\left(z^{M}\right)$ and

$$
\begin{equation*}
z^{M}(x)=\sum_{j=1}^{M} b_{j} s_{j}(x), \quad b_{j}=\int_{X} z(x) s_{j}(x) d x ; \tag{3.2}
\end{equation*}
$$

$\left\{s_{j}(x)\right\}$ is an orthonormal function set in $X$; in other words, $\boldsymbol{\rho}^{M}$ is the cylinder functional of $\bar{\rho}$ in $M$ dimensions. However, we should take into account that there are many possible permutations of particles which yield the same density field $z(x)$. Then, the total number of the permutations makes the weight for the field $z(x)$, which is calculated as
$\frac{N!}{\prod_{j}\left[n z\left(x_{j}\right) \Delta x\right]!}=\exp \left(-\sum_{j} n z\left(x_{j}\right) \log z\left(x_{j}\right) \Delta x+\right.$ const $)$,
using the Stirling formula for $N=n V \rightarrow \infty$.
If the weight now calculated is considered, the suitable form of our $H$ function should be
$H^{M}=\int_{B} \tilde{\rho}^{M} \log \left[\tilde{\rho}^{M} \exp \left(n \int_{X^{2}} z^{M} \log z^{M} d x\right)\right] \delta z^{M} / M$
in the cylinder functional approach. $\lim _{\boldsymbol{M} \rightarrow \infty} H^{\boldsymbol{M}}$ is assumed to exist. For simplicity, all $M$ in (3.4) may be omitted with the understanding that $\bar{\rho}$ was originally introduced as a cylinder functional. ${ }^{3}$

## B. Entropy production

With the aid of (2.1), the time rate of $H$ is calculated to be

$$
\begin{align*}
\frac{d H}{d t}=\frac{1}{2} \int_{B} \int_{X} \int_{X} D\left(\frac{\delta^{2} \bar{\rho}}{\delta z(x) \delta z\left(x^{\prime}\right)}-\frac{1}{\bar{\rho}} \frac{\delta \bar{\rho}}{\delta z(x)} \frac{\delta \bar{\rho}}{\delta z\left(x^{\prime}\right)}\right. \\
\left.+\frac{n \delta\left(x-x^{\prime}\right)}{z(x)} \tilde{\rho}\right) d x d x^{\prime} \delta z \tag{3.5}
\end{align*}
$$

where $D=\mathscr{P}\left[\phi ; z(x) z\left(x^{\prime}\right)\right]$. It is because of the following equality that the effect of the $Q$ term in (2.1) vanishes in (3.5):

$$
\begin{align*}
\int_{B} \int_{X} & \frac{\delta}{\delta z(x)}(Q z \tilde{\rho}) d x \log \left[\tilde{\rho} \exp \left(n \int_{X} z \log z d x\right)\right] \delta z \\
& =\int_{B}\left(\int_{X} \frac{\delta}{\delta z(x)}(Q z) d x-n \int_{X}(\log z+1) Q z d x\right) p \delta z . \tag{3.6}
\end{align*}
$$

The two terms in the big bracket vanish on account of the boundary condition on $z(x)$ as well as of the form of Q: (2.2). If we make the substitution

$$
\begin{equation*}
\tilde{\rho}=A \exp \left[-n \int_{x} z \log z d x-\psi(z)\right] \tag{3.7}
\end{equation*}
$$

with $A$ as the normalization factor, (3.5) reduces to

$$
\begin{equation*}
\frac{d H}{d t}=-\frac{1}{2} \int_{B} \int_{X} \int_{X} D \frac{\delta^{2} \psi}{\delta z(x) \delta z\left(x^{\prime}\right)} d x d x^{\prime} \rho \delta z \tag{3.8}
\end{equation*}
$$

$\psi$ can be considered as an analytic functional:

$$
\begin{align*}
\psi(z)= & \frac{1}{2} \int_{X} \int_{X} A_{2}\left(x_{1}, x_{2}\right)\left[z\left(x_{1}\right)-z_{0}\left(x_{1}\right)\right] \\
& \times\left[z\left(x_{2}\right)-z_{0}\left(x_{2}\right)\right] d x_{1} d x_{2} \\
& + \text { higher-order terms in } z-z_{0} \text { with } A_{n}\left(x_{1}, \ldots, x_{n}\right) . \tag{3.9}
\end{align*}
$$

Here $z_{0}, A_{2}, \ldots, A_{n}$ are certain definite functions in
$X, X^{2}, \ldots X^{n}$, respectively. exp $(-\psi)$ may be understood as a functional Gram-Charlier series apart from the normalization factor, if $A_{n}$ for $n \geq 3$ are small. $A_{n}$ is symmetric with respect to interchange of arguments without loss of generality, and $A_{2}$ and $\int_{X} \int_{X} A_{n}\left(z-z_{0}\right) \ldots$ $\left(z-z_{0}\right) d x_{3} \ldots d x_{n}$ are naturally assumed to be nonnegative definite functions of $x_{1}$ and $x_{2}$ in order for $\rho$ to be functional-integrable [to give (2.3)]. Accordingly, $\delta^{2} \psi / \delta z(x) \delta z\left(x^{\prime}\right)$ must be nonnegative definite.

Thus, the double integral over $X^{2}$ in the integrand of (3.8) makes the trace of the product of two nonnegative definite functions, which can be proved to be nonnegative. (See Appendix.) Hence, it is clear that

$$
\begin{equation*}
\frac{d H}{d t} \leq 0 \text { (the general } H \text { theorem). } \tag{3.10}
\end{equation*}
$$

It is concluded that entropy as the minus $H$ function is always produced except at the only one state, where all $A_{n}=0$ so that $\psi=0$.

## C. Steady state to be expected

$\bar{\rho}$ for that state is expressed as

$$
\begin{equation*}
\tilde{\rho}_{\infty}=A_{\infty} \exp \left(-n \int_{X} z \log z d x\right) \tag{3.11}
\end{equation*}
$$

If this is not a steady-state solution of (2.1), this state should readily be succeeded by another state at the next instant, so that entropy should increase endlessly so long as the assumption made on $A_{n}$ holds. We could not expect any steady state to exist in this case, since entropy must be constant in a steady state. However, this fact contradicts a general property of the FokkerPlanck equation: There should be a unique steady state which all states go towards. ${ }^{3,9}$ Hence, it may be reasoned that $\tilde{f}_{\infty}$ should be the steady-state solution of (2.1) finally approached by all $\tilde{\rho}$, and that the entropy with $\tilde{\boldsymbol{p}}_{\infty}$ should be maximum. ${ }^{10}$ Since our system is conditioned by (2.5), (3.11) may be considered to correspond to the Gibbs microcanonical distribution, ${ }^{11}$ although all points in the $B$ space are never equally realizable.

## 4. MAXIMUM-ENTROPY STATE

It is desirable to know the most probable value, i.e., the mode of $z(x)$ at the state with the maximum entropy. It is given as the $z(x)$ in the (Riemannian) $B$ space such that the exponent of (3.11) is maximum, and then it should be solved by the standard variation method applied to the quantity $-n \int_{x} z \log z d x$ under the subsidiary conditions (2.4) and (2.5). It is easy to see that the implicit solution is a Maxwell-Boltzmann distribution with the particle interaction included in a selfconsistent way:
$z_{B}(x)=\exp \left\{-\lambda-\beta\left[H_{1}(x)+n \int_{X} \phi\left(\left|q-q^{\prime}\right|\right) z_{B}\left(x^{\prime}\right) d x^{\prime}\right]\right\}$,
where $\exp (-\lambda)$ and $\beta$ are the constants to be determined by the conditions (2.4) and (2.5). It must be noted that $z_{B}(x)$ is also a particular (Maxwellian-type) solution of the steady Vlasov equation, as is easily verified. ${ }^{2}$

The exponent of (3.11) may be rewritten in terms of the functional Taylor expansion around the maximum in B;

$$
\rho_{\infty}=A_{\infty} \exp \left(-n \int_{X} z_{B} \log z_{B} d x-\frac{n}{2} \int_{X} \frac{1}{z_{B}}\left(z-z_{B}\right)^{2} d x-\ldots\right) .
$$

When $n$ is large enough, as is usually the case (even with
such a rarefied gas as Boltzmann considered), the Gaussian distribution in (4.2) is a good approximation to $\tilde{\rho}_{\infty}$. Then, the mode $z_{B}$ may actually be considered as the average. From this result, the significance of the particular steady-state solution of the Vlasov equation is clear. One can say that $z_{B}(x)$ is irreversibly approached by the one-body distribution $\vec{F}_{1}(x, t)$ [cf. (2.11)], despite the fact that the Vlasov equation itself is time-reversible! If so, this solution must be widely applicable to the equilibrium state of any closed (classical) system: gas, liquid, etc., so long as we view the system macroscopically (through the model dynamics).

Now, comparison with the known theories of Boltzmann and Gibbs is possible at this equilibrium state. Our steady solution (4.1) for $\widetilde{F}_{1}$ is obviously an extension of the Boltzmann distribution to the case with the particle interaction present. Equation (4.1) is canonical type, so that $\widetilde{F}_{1}$ is conjectured to be also close to the one-body distribution to be derived from the Gibbs canonical distribution. In fact, all the theories are coincident in the limit when the particle interaction tends to vanish. It is interesting to see that our theory derives a canonicaltype distribution of $\widetilde{F}_{1}$ so naturally without appealing to the ergodic theory: indeed, calculation of the mode $z_{B}$ is obviously on the same basis as the information-theoretical approach of Jaynes. ${ }^{5}$ However, we could hardly expect a complete accord between our equilibrium state and the Gibbs state, since our macroscopic viewpoint is not so precise microscopically (as was described in Sec. 2).

As is obvious in (3.4), $H$ is $\log A_{\infty}$ at $\tilde{\rho}=\tilde{\rho}_{\infty}$. In order to compare our entropy with Boltzmann's original form, a new definition, changed in level,

$$
\begin{equation*}
S=-k H+k \int_{B} \tilde{\rho}_{\infty} \log \tilde{\rho}_{\infty} \delta z \tag{4.3}
\end{equation*}
$$

is most suitable, where $k$ is the Boltzmann constant. In fact, at $\tilde{\rho}=\tilde{\rho}_{\infty}$ this entropy is related to the original Boltzmann entropy, as follows [cf.(4.2)]:

$$
\begin{equation*}
S_{\infty}=-k n \int_{x} \overline{z \log z} d x \lesssim-k n \int_{x} z_{B} \log z_{B} d x \tag{4.4}
\end{equation*}
$$

where the bar on top means the average with the measure $\bar{\rho}_{\infty}$. The Boltzmann entropy gives an upper bound of $S_{\infty}$, which is asymptotically approached as $n \rightarrow \infty$. By virtue of (4.1), we have

$$
\begin{equation*}
S_{\infty} \lesssim k\left[N \lambda+n \beta \int_{X} E(x) z_{B}(x) d x\right] \tag{4.5}
\end{equation*}
$$

with

$$
\begin{equation*}
E(x)=H_{1}(x)+n \int_{X} \phi\left(\left|q-q^{\prime}\right|\right) z_{B}\left(x^{\prime}\right) d x^{\prime} \tag{4.6}
\end{equation*}
$$

If $N \lambda$ is read as thermodynamic potential, $\beta$ as $1 / k T$ ( $T$ : absolute temperature), and $n \int_{X} E(x) z_{B}(x) d x$ as total energy, the rhs of (4.5) gives the usual thermodynamic entropy. ${ }^{11}$ It should be noted, however, that the particleinteraction energy is counted twice in the total energy so read, so that the correspondence of rhs of (4.5) with thermodynamic entropy is not exact by that amount. Anyhow, the consideration given here is meaningful in indicating that $S_{\infty}$ is fairly close to equilibrium thermodynamic entropy.

## 5. CONCLUSION

We began with investigating the information-theoretical background of the functional random-walk model, which is useful for understanding the physical meaning of the operator $\mathcal{P}$ in (2.1). Next, the general explicit form of $\tilde{\rho}$ with the maximum entropy was obtained with the aid of a proper $H$ function newly introduced. The general $H$ theorem was given together. It was proved
that at the maximum-entropy state the one-body distribution function $F_{1}$ in the model dynamics is canonical with the smoothed-out interaction potential included, while the solution $\tilde{\rho}_{\infty}$ at the same state corresponds to the micro-canonical distribution. Then, as far as we treat maximum-entropy states, an analytical approach to the model dynamics is possible and we do not need any such Monte Carlo quadrature as was discussed in some detail in previous work. ${ }^{3}$ The relation of our information entropy and the original Boltzmann entropy was also clarified.

## APPENDIX

The trace of the product of symmetric nonnegativedefinite functions $A\left(x, x^{\prime}\right)$ and $B\left(x, x^{\prime}\right)$, i.e., $\int_{X} \int_{X} A\left(x, x^{\prime}\right)$ $B\left(x^{\prime}, x\right) d x d x^{\prime}$ is treated in the approximate form: $\sum_{i, k} A_{i k} B_{k i}$, when the functions are approximated by finite Fourier series made from the orthonormal function set $\left\{s_{i}(x) ; i=1, \ldots, M\right\}$ in $X$ as

$$
\begin{equation*}
A\left(x, x^{\prime}\right)=\sum_{i, k} A_{i k} s_{i}(x) s_{k}\left(x^{\prime}\right), \quad \text { etc } \tag{A1}
\end{equation*}
$$

Now, consider the orthogonal transformation ( $T_{i k}$ ) which diagonalizes both matrices $\left(A_{i k}\right)$ and ( $B_{i k}$ ) simultaneously. Then, we have

$$
\begin{align*}
& A_{i k}=\sum_{j} T_{j i} \Lambda_{j} T_{j k},  \tag{A2}\\
& B_{k i}=\sum_{l} T_{l k} M_{l} T_{l i}, \tag{A3}
\end{align*}
$$

where ( $\Lambda_{i}$ ) and ( $M_{i}$ ) are the eigenvalues of ( $A_{i k}$ ) and ( $B_{i k}$ ), respectively, and we note, by definition,

$$
\begin{align*}
& \text { all } \Lambda_{i} \geq 0,  \tag{A4}\\
& \text { all } M_{i} \geq 0 . \tag{A5}
\end{align*}
$$

Hence,

$$
\begin{align*}
\sum_{i, k} A_{i k} B_{k i} & =\sum_{i, k} \sum_{j, l}\left(T_{j i} T_{l i}\right)\left(T_{j k} T_{l k}\right) \Lambda_{j} M_{l} \\
& =\sum_{j} \Lambda_{j} M_{j} \geq 0 \tag{A6}
\end{align*}
$$

on account of (A4), (A5). Thus, the proof of

$$
\begin{equation*}
\int_{X} \int_{X} A\left(x, x^{\prime}\right) B\left(x^{\prime}, x\right) d x d x^{\prime} \tag{A7}
\end{equation*}
$$

is concluded, if the lhs of (A6) converges to that of (A7) in the limit $M \rightarrow \infty$.
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Let $\left\{\mathcal{H}=L^{2}(R, d x), q=x, p=-i d / d x\right\}$ be the standard Schrödinger representation of the canonical commutation relations for one degree of freedom. For $a, b, c$, real scalars, put $H_{a b c}=\frac{1}{2} p^{2}+q^{4}+a q^{3}+b q^{2}+c q$ and $q(t)=\exp \left(i t H_{a b c}\right) q \exp \left(-i t H_{a b c}\right)$. Then $q(t)$ satisfies the operator equation $\ddot{q}(t)=-4 q^{3}(t)-3 a q^{2}(t)-2 b q(t)-c$. For $n=0,1,2,3$ we define renormalized (or Wick-ordered) $n$th powers of $q$, denoted $q(n)$; these are polynomials of degree $n$ in $q$ and are characterized by the conditions:

$$
\left\{\begin{array}{c}
q^{(0)}=1 \\
{\left[q^{(n+1)}, p\right]=i(n+1) q^{(n)}} \\
\text { for } n>0, \quad \int G^{*} q^{(n)} G d x=0, \text { where } G=\text { ground state of } H_{a b c}
\end{array}\right\}
$$

In terms of these powers the equation for $q(t)$ can be written $\ddot{q}^{(1)}=-4 q^{(3)}-A q^{(2)}-B q^{(1)}-C$, for some real $A, B, C$ which are functions of $a, b, c$. This has the form of a much studied prototypical nonlinear quantum field equation in the somewhat (physically) trivial case of one space-time dimension. Basically, we prove two results concerning this equation which we feel are of interest, because they may provide some basis for conjecture about the behavior of nonlinear field equations in a higher number of dimensions. First we determine a nontrivial condition which the renormalization constants $A, B, C$ must satisfy and which implies that the set of points $(A, B, C)$ assumed as $a, b, c$ vary is of measure zero in $R^{3}$. We study in somewhat more detail the situation when $a=c=0$. The associated renormalized equation then has the form $\ddot{q}^{(1)}+B q^{(1)}=-4 q^{(3)}$, where $B=B(b)$. We determine the qualitative behavior of the function $B(b)$ as $b \rightarrow \pm \infty$ and show for example that $B(b)$ is not one-to-one. As a corollary, for many values of $B$, there exist at least two equations of the form $\ddot{q}^{(1)}+B q^{(1)}=-4 q^{(3)}$ with the same $B$, but which are not unitarily equivalent in a sense, to be precised. Such nonunicity cannot occur for linear equations, as has been known for some time.

## I. INTRODUCTION AND MATHEMATICAL PRELIMINARIES

Let $\{\mathfrak{K}, p, q\}$ be the standard Schrödinger representation of the canonical commutation relations $[p, q]=$ $p q-q p=-i$ for one degree of freedom; i.e., $\mathfrak{K}=$ $L^{2}(R, d x)$ is the Hilbert space of square-integrable functions on the real line $R$ with respect to Lebesgue measure, $q$ is the operator of multiplication by $x$, and $p=-i d / d x$, with the usual domains which make these (unbounded) self-adjoint operators in $\mathscr{K}$ :

$$
\begin{gathered}
D(q)=\{u \in \mathfrak{H}: x u(x) \in \mathcal{H}\}, \\
D(p)=\{u \in \mathcal{K}: d u / d x \in \mathcal{H}\}=\left\{u \in \mathcal{H}: k \hat{u}(k) \in L^{2}(R, d k)\right\},
\end{gathered}
$$

where $d u / d x$ is taken in the sense of distributions and $u(k)$ is the Fourier transform of $u(x)$. For $n \geqslant 1$ we have the commutation relations
$\left[q^{n}, p\right]=i n q^{n-1}, \quad\left[p^{n}, q\right]=-i n p^{n-1}([X, Z]=X Z-Z X)$.
(In such equations we interpret the equalities to hold on the common domain of the operators on both sides of the equations.)

The proof of the following theorem is contained in the results of Ref. 1 (with some changes in notation.)

Theorem I.1: The operator $H_{a b c}=\frac{1}{2} p^{2}+q^{4}+a q^{3}+$ $b q^{2}+c q$ with $a, b, c$ real is self-adjoint on the domain $D=D\left(p^{2}\right) \cap D\left(q^{4}\right)$. The spectrum of $H_{a b c}$ consists solely of real eigenvalues, bounded below, with a minimum eigenvalue. Each eigenvalue corresponds to exactly one (linearly independent) eigenvector in $\mathcal{F}$.

We denote the inner product on $\mathfrak{H}$ by $\langle\cdot, \cdot\rangle$ which we
take to be conjugate-linear in the first slot: $\langle u, v\rangle=$ $\int_{R} u(x)^{*} v(x) d x$. It follows easily from Theorem I. 1 that, up to sign ( $\pm 1$ ), there is a unique real-valued, normalized function $G_{a b c}(x) \in \mathcal{H}$ with $H_{a b c} G_{a b c}(x)=w_{a b c} G_{a b c}(x)$, where $w_{a b c}$ is the minimum eigenvalue of $H_{a b c}$. We call $G_{a b c}(x)$ and $w_{a b c}$ the ground state and ground state energy, respectively. In all future equations or relations involving $G_{a b c}(x)$ we mean to allow for a possible ambiguity in sign; this ambiguity disappears if only even powers of $G_{a b c}(x)$ appear which will often be the case. For $n=0,1,2,3$ we put $E_{a b c}\left(q^{n}\right)=\left\langle q^{n} G_{a b c}, G_{a b c}\right\rangle$ and similarly for $E_{a b c}\left(p^{n}\right), n=0,1,2$. The following theorem will be of use in a later section.

Theorem 1.2: Suppose $a=c=0$, so that $H_{a b c}=H_{b}=$ $\frac{1}{2} p^{2}+q^{4}+b q^{2}$. Then, for positive odd integral $m$, $E_{b}\left(q^{m}\right)$ and $E_{b}\left(p^{m}\right)$ are zero if they exist at all.

Proof: The transformation $x \rightarrow-x$ is unitary on $\mathcal{H C}$ and leaves $H_{b}$ invariant; thus $G_{a b c}(-x)= \pm G_{a b c}(x)$. Since this transformation takes $q \rightarrow-q$ and $p \rightarrow-p$, it follows immediately from the definitions of $E_{b}\left(q^{m}\right)$, $E_{b}\left(p^{m}\right)$ that these are zero for all odd positive $m$ for which they exist.
We put $q(t)=\exp \left(i t H_{a b c}\right) q \exp \left(-i t H_{a b c}\right)$. Then an easy calculation using the commutation relations (I. 1) yields

$$
\begin{equation*}
\ddot{q}(t)=-4 q(t)^{3}-3 a q(t)^{2}-2 b q(t)-c, \tag{I.2}
\end{equation*}
$$

where the double dots denote $d^{2} / d t^{2}$ and where the equality is to be interpreted on a suitable domain on which both sides of the equation make sense. (The exact nature of such a domain will be unimportant in the present work.) We view (I. 2) as the one space-time dimen-
sion form of the heuristic quantum field equation:

$$
\begin{aligned}
& \square \varphi=P(\varphi), \quad \text { where } \square=d^{2} / d t^{2}-\nabla^{2}, \\
& \varphi=\varphi(\mathbf{x}, t) \text { is a quantum field, } P \text { a polynomial. }
\end{aligned}
$$

Actually this last equation will not make sense unless the application of $P$ to $\varphi$ is interpreted via suitable renormalization. In the next section we define certain renormalized powers of $q$ and $p$ which are analogous to the usual Wick-ordered powers of the field $\varphi$.

## II. THE RENORMALIZED POWERS OF $q$ AND $p$

Let $v \in \mathcal{H C}$ be in the domain of $q^{N}$ for some positive integer $N$ (i.e., $q^{N} v \in \mathscr{K}$ ) We define renormalized powers of $q$, denoted $q^{(n)}(n \leqslant N)$ by the conditions:

$$
\begin{align*}
& q^{(0)}=q^{0}=1, \\
& q^{(n)}=q^{n}+a_{n-1}^{(n)} q^{n-1}+\cdots+a_{1}^{(n)} q+a_{0}^{(n)},  \tag{II.1}\\
& {\left[q^{(n+1)}, p\right]=i(n+1) q^{(n)},} \\
& \left\langle q^{(n)} v, v\right\rangle=0 \quad(n \geqslant 1),
\end{align*}
$$

where the $a_{j}^{(i)}$ are real scalars and equality is as usual interpreted on suitable domains. The $a_{j}^{(i)}$ can be determined recursively, and we find

$$
\begin{align*}
q^{(n)}=\sum_{s=0}^{n} & \sum_{j_{1}+2 j_{2}+\cdots+(n-s) j_{n-s}=n-s} C\left(j_{1},,, j_{n-s}, n, s\right) \\
& \times E(q)^{j_{1}} E\left(q^{2}\right)^{j_{2}} \ldots E\left(q^{n-s}\right)^{j_{n}-s} q^{s} \tag{III.2}
\end{align*}
$$

where
$C\left(j_{1},, j_{n-s}, n, s\right)=\frac{(-1)^{j_{1}+\cdots+j_{n-s}}}{j_{1}!\cdots j_{n-s}!} \frac{n!}{s!} \frac{\left(j_{1}+\cdots+j_{n-s}\right)!}{(2!)^{j_{2}} \cdots((n-s)!)^{j_{n-s}}}$ and $E\left(q^{m}\right)=\left\langle q^{m} v, v\right\rangle$.

We define $p^{(n)}$ by the same formula with $p$ replacing $q$ everywhere.

The verification of (II. 2) is somewhat tedious and we shall omit the details, since we will not need to make use of it except for small values of $n$ which can be dealt with by using (II.1) directly. For example,

$$
\begin{align*}
& q^{(0)}=1, \\
& q^{(1)}= q-E(q), \\
& q^{(2)}= q^{2}-2 E(q) q+2 E(q)^{2}-E\left(q^{2}\right),  \tag{II.3}\\
& q^{(3)}= q^{3}-3 E(q) q^{2}+\left(6 E(q)^{2}-3 E\left(q^{2}\right)\right) q \\
&+6 E(q) E\left(q^{2}\right)-6 E(q)^{3}-E\left(q^{3}\right) .
\end{align*}
$$

From now on, by $q^{(n)}$, we shall always mean the renormalized powers of $q$ with respect to $v=G_{a b c}$. [Notice that no sign ambiguity occurs here, because only $G_{a b b}{ }^{2}$ enters in the definition of $E_{a b c}\left(q^{m}\right)$.] Now putting $q^{(n)}(t)=\exp \left(i t H_{a b c}\right) q^{(n)} \exp \left(-i t H_{a b c}\right)$, we write (I. 2) in the following form:

$$
\begin{equation*}
\ddot{q}^{(1)}(t)=-4 q^{(3)}(t)-A q^{(2)}(t)-B q^{(1)}(t)-C, \tag{II.4}
\end{equation*}
$$

and we may then determine $A, B, C$ as functions of $a, b, c$ so that (II.4) is the same as (I. 2). Using (II. 3), we find after a short calculation

$$
\begin{align*}
A= & 3 a+12 E_{a b c}(q), \\
B= & 2 b+12 E_{a b c}\left(q^{2}\right)+6 a E_{a b c}(q), \\
C= & c+3 a E_{a b c}(q)^{2}+2 b E_{a b c}(q)+12 E_{a b c}(q)^{3}  \tag{II.5}\\
& +4 E_{a b c}\left(q^{3}\right)-12 E_{a b c}(q) E_{a b c}\left(q^{2}\right) .
\end{align*}
$$

It would be of interest to know exactly which real values $A, B, C$ assume as $a, b, c$ range over all real values. (An analogous question for the case of field equations in a larger number of dimensions has been raised in Ref. 2. We do not answer this question in any great detail, but we will show that many values are not assumed. Later we will consider the case $a=c=0$ (which forces $A=C=0$ ) and will determine the qualitative behavior of $B(b)$ for large $|b|$.

Theorem II. 1: Let $t$ be any real number. Then, as functions of $a, b, c, A, B$, and $C$ are invariant under the transformation:

$$
\begin{align*}
& a \rightarrow a^{\prime}=a+4 t \\
& b \rightarrow b^{\prime}=b+3 t a+6 t^{2}  \tag{II.6}\\
& c \rightarrow c^{\prime}=c+2 t b+3 t^{2} a+4 t^{3}
\end{align*}
$$

Proof: If we make the substitution $q \rightarrow q+t$, then $H_{a b c} \rightarrow H_{a^{\prime} b^{\prime}} c^{\prime}+\mathrm{const}=\frac{1}{2} p^{2}+q^{4}+a^{\prime} q^{3}+b^{\prime} q^{2}+$ $c^{\prime} q+$ const. It follows easily that $G_{a b c}(x+t)=$ $G_{a^{\prime} b^{\prime} c^{\prime}}(x)$. Let $A^{\prime}, B^{\prime}, C^{\prime}$ be given by (II. 5) with $a, b, c$ replaced by $a^{\prime}, b^{\prime}, c^{\prime}$. We may verify directly that $A=$ $A^{\prime}, B=B^{\prime}, C=C^{\prime}$. For example, we have

$$
\begin{aligned}
A^{\prime} & =3 a^{\prime}+12 E_{a^{\prime} b^{\prime} c} \cdot(q)=3(a+4 t)+12 \int_{R} x G_{a^{\prime} b^{\prime} c^{\prime}}(x)^{2} d x \\
& =3 a+12 t+12 \int_{R}(x-t) G_{a^{\prime} b^{\prime} c^{\prime}}(x-t)^{2} d x \\
& =3 a+12 t+12 \int_{R}(x-t) G_{a b c}(x)^{2} d x \\
& =3 a+12 E_{a b c}(q)=A .
\end{aligned}
$$

The calculations for $B=B^{\prime}$ and $C=C^{\prime}$ are similar, and we shall not reproduce them here.

Remark: A more elegant and less computational proof of the theorem may be based on certain invariance properties of the renormalized powers under translations. However the proof depends on certain "unicity" results for the $q^{(n)}$ and these are difficult to formulate without expressing the relations (II. 1) in bounded form [i.e., in terms of the $\exp \left(i t q{ }^{(n)}\right), \exp (i t p)$, etc.] in order to avoid troublesome domain considerations; we have deliberately sidestepped such questions here. (These delicate questions have been investigated in great detail in Refs. 2, 3, 4, for example.)

Corollary II. l: The set of points: $\{(A, B, C):(a, b$, $\left.c) \in R^{3}\right\}$ is of measure zero in $R^{3}$.

Proof: It is known that the $E_{a b c}\left(q^{k}\right)$ are smooth (real analytic) functions of $a, b, c$. For the proof we refer to Ref. 1, where analogous results are proved; the same methods of proof apply in the present case. The theorem shows that the mapping $(a, b, c) \rightarrow(A, B, C)$ is continuum to one from $R^{3}$ to $R^{3}$, and then Sard's theorem ${ }^{5}$ implies that the image of this mapping is of measure zero in $R^{3}$.
In the next section we will prove that, in the case $a=$ $c=0$, the image of the mapping $b \rightarrow B(b)$ is not all of $R$, and this mapping is not one to one.

## III. THE EQUATION $\ddot{q}^{(1)}+B(b) q^{(1)}=-4 q^{(3)}$

In this section we will consider the special case $a=$ $c=0$, so that $H_{b}=H_{0 b 0}=\frac{1}{2} p^{2}+q^{4}+b q^{2}$. We denote $E_{0 b 0}, w_{0 b 0}, G_{0 b 0}$ by $E_{b}, w_{b}, G_{b}$.
Theorem I. 2 together with (II.5) implies that

$$
\begin{align*}
A(0, b, 0)=C(0, b, 0)=0 \quad \text { and } \quad & B(b)=B(0, b, 0) \\
=2 b & +12 E_{b}\left(q^{2}\right) \tag{III.1}
\end{align*}
$$

From (III. 1) we have immediately

$$
\begin{equation*}
\lim _{b \rightarrow+\infty} B(b)=+\infty \tag{III.2}
\end{equation*}
$$

since $E_{b}\left(q^{2}\right) \geqslant 0$. We will show that $\lim _{b \rightarrow-\infty} B(b)=+\infty$ also. This requires a series of estimates to follow.

Proposition III. 1: For $b<0, E_{b} \geqslant b^{-1} w_{b}$.
Proof: $w_{b} G_{b}=H_{b} G_{b}=H_{0} G_{b}+b q^{2} G_{b}$ so that $w_{b}=$ $b\left\langle q^{2} G_{b}, G_{b}\right\rangle+\left\langle H_{0} G_{b}, G_{b}\right\rangle$. Since $H_{0}=\frac{1}{2} p^{2}+q^{4} \geqslant 0$, we have $w_{b} \geqslant b E_{b}\left(q^{2}\right)$ and dividing by $b$ gives the result.

Proposition III.2: For $b<0, w_{b} \leqslant 1-b-b^{2} / 4$.
Proof: For any $u \in D\left(H_{b}\right)$, with $\langle u, u\rangle=1$, we have $\left\langle H_{b} u, u\right\rangle \geqslant w_{b}$, because $w_{b}$ is the minimum of the spectrum of $H_{b}$.

Now by taking $u(x)=(2 / \pi)^{1 / 4} \exp \left\{-\left[x-(|b| / 2)^{1 / 2}\right]^{2}\right\}$ this last estimate yields $w_{b} \leqslant 11 / 16-b / 2-b^{2} / 4$.

Combining Proposition III. 1 and Proposition III. 2 yields

$$
\begin{equation*}
E_{b}\left(q^{2}\right) \geqslant-1+b^{-1}-b / 4 . \tag{III.3}
\end{equation*}
$$

Since $B(b)=2 b+12 E_{b}\left(q^{2}\right)$, we have
$B(b) \geqslant 2 b+12\left(-1+b^{-1}-b / 4\right)=-12-12 b^{-1}-b$
and thus $\lim _{b \rightarrow-\infty} B(b)=+\infty$.
We shall not discuss here the question of whether $B(b)$ assumes the value zero.

We now turn to the question of unicity (or lack of it) for the equation $\ddot{q}^{(1)}(t)+B q^{(1)}(t)=-4 q^{(3)}(t)$. We have $H_{b}=\frac{1}{2} p^{2}+q^{4}+b q^{2}$, and we define a "renormalized" Hamiltonian by $H_{\text {rea }}=\frac{1}{2} p^{(2)}+q^{(4)}+\frac{1}{2} B(b) q^{(2)}$. (This may also be denoted by $H_{\text {ren }, b}$ when confusion is likely to occur.) Using the explicit form of the $q^{(k)}$ and $p^{(k)}$ together with Theorem I. 2, a routine calculation yields

$$
H_{\mathrm{ren}}=\frac{1}{2} p(2)+q^{(4)}+\frac{1}{2} B(b) q^{(2)}=H_{b}-w_{b} \geqslant 0 . \text { (III. 5) }
$$

Thus $G_{b}$ is the ground state of $H_{r e n}$ and $H_{\text {ren }} G_{b}=0$.
For real $b$, consider the system

$$
\left\{\begin{array}{l}
\mathcal{H}=L^{2}(R, d x), q^{(k)}, p^{(j)}  \tag{b}\\
H_{\mathrm{ren}}=\frac{1}{2} p^{(2)}+q^{(4)}+\frac{1}{2} B(b) q^{(2)} \geqslant 0 \\
\ddot{q}^{(1)}(t)+B(b) q^{(1)}(t)=-4 q^{(3)}(t) \\
G_{b}, \text { the ground state of } H_{\mathrm{ren}} ; H_{\mathrm{ren}} G_{b}=0
\end{array}\right\}
$$

Here $B(b)=2 b+12 E_{b}\left(q^{2}\right)$. Also we have $q^{(1)}=q$, $p^{(1)}=p$ by an application of Theorem I. 2. If it is necessary to distinguish the system (b) to which certain operators or objects belong, we will use the subscript " $b$ " for this purpose.

We will say that two systems (b) and ( $b^{\prime}$ ) are unitarily equivalent if there is a unitary operator $U$ from $\mathcal{F}_{b}$ to $\mathcal{K}_{b^{\prime}}$, with $U G_{b}=G_{b}, U q_{b}{ }^{(k)} U^{-1}=q_{b^{\prime}}{ }^{(k)} U p_{b}{ }^{(j)} U^{-1}=p_{b}{ }^{\prime}{ }^{(j)}$, $U H_{\text {ren }, b} U^{-1}=H_{\text {ren, } b^{\prime}}$.

Theorem III. 1: Let $b$ and $b^{\prime}$ be two distinct real numbers for which $B(b)=B\left(b^{\prime}\right)$. [These exist by (III. 2) and (III. 4).] Then the systems (b) and ( $b^{\prime}$ ) are not unitarily equivalent.

Proof: If a unitary operator $U$ existed giving such a unitary equivalence, then because $U q U^{-1}=q$, it follows easily that $G_{b}(x)=G_{b},(x)$ (with a proper choice of sign for each). But this is impossible, for

$$
\begin{aligned}
& H_{b} G_{b}=H_{0} G_{b}+b q^{2} G_{b}=w_{b} G_{b} \\
& H_{b^{\prime}} G_{b^{\prime}}=H_{0} G_{b^{\prime}}+b^{\prime} q^{2} G_{b^{\prime}}=w_{b^{\prime}}, G_{b^{\prime}}
\end{aligned}
$$

and if $G_{b}=G_{b^{\prime}}$, we would then have
$\left[\left(b-b^{\prime}\right) q^{2}+w_{b},-w_{b}\right] G_{b}=0, \quad$ which forces $G_{b}=0$, since $b \neq b^{\prime}$. This is absurd, because $G_{b}$ is the ground state for $H_{b}$.

Remarks: (i) In view of the preceding result, we feel that it is not unlikely that a similar situation exists in the case of nonlinear field equations in, say, two spacetime dimensions of the form

$$
\begin{equation*}
\left(\square+m^{2}\right) \varphi^{(1)}=-\lambda \varphi^{(3)} \quad(\lambda>0) \tag{III.6}
\end{equation*}
$$

where $\varphi^{(1)}$ and $\varphi^{(3)}$ are Wick-ordered products with respect to the physical vacuum. ${ }^{2}$ However, (III. 6) is largely heuristic and difficult to interpret as a bona fide equation unless, for example, spacial cutoffs are introduced, and this introduces additional terms in the equation. The question of the unicity of (III. 6) is much deeper than any of the questions we have discussed in the present work.
(ii) The unicity of positive energy free fields (corresponding to equations of the form $\left(\square+m^{2}\right) \varphi=0$ ) is well known. ${ }^{6}$ In the context of the present work, a special case of this result appears in the following terms:

If we put $H_{c}=\frac{1}{2} p^{2}+\frac{1}{2} q^{2}+c q=\frac{1}{2} p^{2}+\frac{1}{2}(q+c)^{2}-$ $c^{2 / 2}$, then the ground state of $H_{c}$ is $G_{c}(x)=(\pi)^{-1 / 4}$ $\exp \left[-(x+c)^{2} / 2\right]$, with $H_{c} G_{c}=w_{c} G_{c}, w_{c}=\frac{1}{2}\left(1-c^{2}\right)$. We have also $H_{\text {ren }}=\frac{1}{2} p^{(2)}+\frac{1}{2} q^{(2)}=H_{c}-w_{c}$, and $q^{(1)}=q-$ $E_{c}(q)=q+c$. If $q(t)=\exp \left(i t H_{c}\right) q \exp \left(-i t H_{c}\right)$, then $\ddot{q}(t)+$ $q(t)+c=0$, and in terms of $q(1)$ this equation can be written $\ddot{q}^{(1)}(t)+q^{(1)}(t)=0$. However, it is easily seen that for any real $c$, the systems

$$
\left\{\begin{array}{l}
\mathcal{H}=L^{2}(R, d x), q^{(k)}, p^{(j)}  \tag{c}\\
H_{\mathrm{ren}}=\frac{1}{2} p^{(2)}+\frac{1}{2} q^{(2)} \geqslant 0 \\
\ddot{q}^{(1)}(t)+q^{(1)}(t)=0 \\
G_{c} \quad \text { with } H_{c} G_{c}=0
\end{array}\right\}
$$

are all unitarily equivalent; explicitly for $c \neq c^{\prime}$, the unitary operator $U_{c, c},: \mathcal{H} \rightarrow \mathcal{H}$ given by $\left(U_{c, c}, f\right)(x)=$ $f\left(x+c^{\prime}-c\right)$ for $f \in \mathcal{H}$, transforms (c) into ( $c^{\prime}$ ) in the sense discussed above.
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# Application of Kraichnan's direct interaction approximation to kinematic dynamo theory. I. Incompressible isotropic turbulence and a singular integral equation 

I. Lerche<br>Enrico Fermi Institute and Department of Physics, University of Chicago, Chicago, Illinois 60637<br>(Received 15 January 1973)<br>Using Kraichnan's direct interaction approximation in the induction equations we set up the kinematic equations governing behavior of an ensemble average magneticfield under homogeneous, incompressible, mirror symmetric isotropic velocity turbulence. We demonstrate that the normal modes of the field depend on the solutions to a nonlinear single integral equation. For a simple form of the velocity turbulence we have investigated some of the properties of the integral equation. In particular, we have been able to construct a particular solution. We also point out what remains to be done if we are to obtain all the modes of the ensemble average magnetic field. We have done this calculation so that the behaviour and normal modes of the field can be investigated at arbitrary magnetic Reynolds' numbers. This is in contrast to customary approximations (like first-order smoothing theory) which normally are valid only for very small Reynolds numbers, if at all, and which therefore omit large regimes of considerable physical interest.

## I. INTRODUCTION

In a remarkable paper published in 1961 Kraichnan ${ }^{1}$ developed a powerful method (now called the direct interaction approximation-we shall refer to it as DIA hereinafter) for handling turbulence problems. The main thrust of DIA is to replace the true turbulence problem by a model, or models, that lead, without approximation, to closed equations for correlation functions and Green's functions. The model solutions are exact descriptions of possible dynamical systems. Consequently, as Frisch $(1968)^{2}$ has noted, the "the exact model solutions are approximate solutions of the true turbulence problem." And as such they are both physically realizable and acceptable.

In the decade or so since the introduction of DIA, Kraichnan has applied this method to the problem of hydrodynamic turbulence (see numerous papers in the Physics of Fluids from years 1962-1972). There are no free parameters in the theory and the method reproduces the observed turbulence spectrum. The model results agree closely with the observations at both large and small Reynolds' number indicating that the range of validity of DIA is over all possible values. This is in contrast to so-called "closure approximation" schemes like first-order smoothing theory (FOST), for example, which neglect certain correlation functions and whose range of validity, if any, is therefore restricted to small Reynolds' number.

Using Kraichnan's DIA we shall give here the calculation of isotropic turbulent kinematic dynamo activity valid for all Reynolds' numbers. We refer the interested reader to Kraichnan's $(1961)^{1}$ original paper for the prescription used in obtaining the DIA model turbulence kinematic induction equations. We shall quote here only those results which are pertinent to our particular problem.

## II. FORMULATION AND REDUCTION OF THE EQUATIONS

Consider an infinite medium, of constant resistivity $\eta$, devoid of any large scale velocity shear but possessing a turbulent velocity $\mathrm{v}(\mathrm{x}, t)$. Then the induction equation describing the magnetic field behavior is

$$
\begin{equation*}
\frac{\partial B_{i}}{\partial t}-\eta \nabla^{2} B_{i}=\epsilon_{i j k} \epsilon_{k l m} \frac{\partial}{\partial x_{j}}\left(v_{l} B_{m}\right) \tag{1}
\end{equation*}
$$

with $\nabla \cdot \mathbf{B}=0$.
Under Kraichnan's DIA the equations for the ensemble average magnetic field $\mathbf{B}$ and the ensemble average Green's tensor, $\underline{\underline{G}}$, are

$$
\begin{align*}
\left(\frac{\partial}{\partial t}-\right. & \left.\eta \nabla^{2}\right) B_{i}=\epsilon_{i j k} \epsilon_{k l m} \epsilon_{a J K} \epsilon_{K L M} \frac{\partial}{\partial x_{j}} \int_{-\infty}^{t} d t^{\prime} d^{3} \mathbf{x}^{\prime} \\
& \times\left(G_{m a}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime}, t^{\prime}\right) \frac{\partial}{\partial x_{J}^{\prime}}\left[U_{l L}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime}, t^{\prime}\right) B_{M}\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right]\right) \tag{2}
\end{align*}
$$

and

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.-\eta \nabla^{2}\right) G_{i u}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime}, t^{\prime}\right)=\delta_{i u} \delta\left(\mathbf{x}-\mathbf{x}^{\prime}\right) \delta\left(t-t^{\prime}\right) \\
& +\epsilon_{i j k} \epsilon_{k l m} \epsilon_{a b K} \epsilon_{K L M} \frac{\partial}{\partial x_{j}} \int_{t^{\prime}}^{t} d t^{\prime \prime} d^{3} \mathbf{x}^{\prime \prime} \\
& \times\left(G_{m a}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime \prime}, t^{\prime \prime}\right) \frac{\partial}{\partial x_{b}^{\prime \prime}}\left[U_{l L}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime \prime}, t^{\prime \prime}\right) G_{M u}\left(\mathbf{x}^{\prime \prime}, t^{\prime \prime} \mid \mathbf{x}^{\prime}, t^{\prime}\right)\right]\right) \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
U_{l L}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime}, t^{\prime}\right)=\left\langle v_{l}(\mathbf{x}, t) v_{L}\left(\mathbf{x}^{\prime}, t^{\prime}\right)\right\rangle \tag{4}
\end{equation*}
$$

with $G_{i j}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime}, t^{\prime}\right)=0$ for $t<t^{\prime}$,
since only the forward-going (in time) Green's tensor is physically permissible.

For homogeneous, stationary velocity turbulence (and we shall restrict our attention to just this form of turbulence for the remainder of the paper), we have

$$
\begin{equation*}
U_{l L}=U_{l L}\left(\mathbf{x}-\mathbf{x}^{\prime}, t-t^{\prime}\right) \tag{5}
\end{equation*}
$$

Then by inspection of Eq. (3) we see that the Green's tensor must be homogeneous and stationary, so that

$$
\begin{equation*}
G_{i u}\left(\mathbf{x}, t \mid \mathbf{x}^{\prime}, t^{\prime}\right)=G_{i u}\left(\mathbf{x}-\mathbf{x}^{\prime}, t-t^{\prime}\right) \tag{6}
\end{equation*}
$$

It then follows that with

$$
\begin{equation*}
B_{i}(\mathbf{x}, t)=\int B_{i}(\mathbf{k}, \omega) \exp [i(\mathbf{k} \cdot \mathbf{x}-\omega t)] d^{3} \mathbf{k} d \omega \tag{7a}
\end{equation*}
$$

and

$$
\begin{align*}
& {\left[U_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}, t-t^{\prime}\right), G_{i j}\left(\mathbf{x}-\mathbf{x}^{\prime}, t-t^{\prime}\right)\right]}  \tag{7b}\\
& =\int\left[U_{i j}(\mathbf{k}, \omega), G_{i j}(\mathbf{k}, \omega)\right] \exp \left\{i\left[\mathbf{k} \cdot\left(\mathbf{x}-\mathbf{x}^{\prime}\right)-\omega\left(t-t^{\prime}\right)\right]\right\} \\
& \quad \times d^{3} \mathbf{k} d \omega,
\end{align*}
$$

Eq. (2) becomes

$$
\begin{align*}
& \left(\eta k^{2}-i \omega\right) B_{i}(\mathbf{k}, \omega)=-(2 \pi)^{4} \int d^{3} \mathbf{K} d \Omega\left[k_{j} K_{b} B_{b}(\mathbf{k}, \omega)\right. \\
& \quad \times\left[-U_{i a}(\mathbf{K}, \Omega) G_{j a}(\mathbf{k}-\mathbf{K}, \omega-\Omega)\right. \\
& \left.\quad+U_{j a}(\mathbf{K}, \Omega) G_{i a}(\mathbf{k}-\mathbf{K}, \omega-\Omega)\right] \\
& \quad+k_{j} k_{b} B_{a}(\mathbf{k}, \omega)\left[U_{j b}(\mathbf{K}, \Omega) G_{i a}(\mathbf{k}-\mathbf{K}, \omega-\Omega)\right. \\
& \left.\quad-U_{i b}(\mathbf{K}, \Omega) G_{j a}(\mathbf{k}-\mathbf{K}, \omega-\Omega)\right], \tag{8}
\end{align*}
$$

while Eq. (3) gives

$$
\begin{align*}
\left(\eta k^{2}\right. & -i \omega) G_{i u}(\mathbf{k}, \omega)=(2 \pi)^{-4} \delta_{i u}-(2 \pi)^{4} \int d^{3} \mathbf{K} d \Omega k_{j}\left(k_{b}-K_{b}\right) \\
& \times\left[U_{i a}(\mathbf{K}, \Omega) G_{j a}(\mathbf{k}-\mathbf{K}, \omega-\Omega) G_{b u}(\mathbf{k}, \omega)+U_{j b}(\mathbf{K}, \Omega)\right. \\
& \times G_{i a}(\mathbf{k}-\mathbf{K}, \omega-\Omega) G_{a u}(\mathbf{k}, \omega) \\
& -U_{i b}(\mathbf{K}, \Omega) G_{j a}(\mathbf{k}-\mathbf{K}, \omega-\Omega) G_{a u}(\mathbf{k}, \omega) \\
& \left.-U_{j a}(\mathbf{K}, \Omega) G_{i a}(\mathbf{k}-\mathbf{K}, \omega-\Omega) G_{b u}(\mathbf{k}, \omega)\right] \tag{9}
\end{align*}
$$

where use has been made of $k_{i} B_{i}=0$ to eliminate some of the terms in Eq. (8).
Note that Eq. (8) is linear in B. So a solution to it exists if, and only if, a dispersion relation is satisfied. Our task is to obtain that dispersion relation and to see if it possesses any growing modes. If so we then have regenerative dynamo action under kinematic velocity turbulence. In order to obtain the dispersion relation from Eq. (8) we must do two things: first we must specify the tensor form of $U_{i j}(\mathbf{k}, \omega)$; second we must then solve Eq. (9) exactly for $G_{i u}(\mathbf{k}, \omega)$. Armed with this information we can then substitute for $U_{i j}$ and $G_{i u}$ in Eq. (8) to obtain the dispersion relation.

## III. INCOMPRESSIBLE, ISOTROPIC VELOCITY TURBULENCE

In view of the debate [LII, $\mathrm{L}^{2}, \mathrm{LV}, \mathrm{Krause}$ and Roberts (1973) ${ }^{6}$ ] that has arisen concerning the contribution of incompressible, isotropic velocity turbulence to kinematic dynamo action it seems appropriate here to use the DIA equations (8) and (9) to attempt to settle the controversy once and for all. As we have remarked earlier all previous attempts to construct kinematic dynamo action using incompressible, isotropic velocity turbulence have been limited by invocation of FOST. Under FOST the Reynolds' number must be small; and when the Reynolds' number is small there is no possibility of dynamo action as we shall presently demonstrate using the DIA equations.

For incompressible, isotropic, mirror symmetric velocity turbulence we have

$$
\begin{equation*}
U_{i j}(\mathbf{k}, \omega)=E(k, \omega)\left(\delta_{i j}-k_{i} k_{j} k^{-2}\right), \tag{10}
\end{equation*}
$$

so that $k_{i} U_{i j}=k_{j} U_{i j}=0$.
Further $E(k, \omega) \geqslant 0$ for all real $k$ and $\omega$ by Cramér's theorem (1940). 7

We define the two basic integrals

$$
\begin{equation*}
I_{i a j b} \equiv \int U_{i a}(\mathbf{K}, \Omega) G_{j b}(\mathbf{k}-\mathbf{K}, \omega-\Omega) d^{3} \mathbf{K} d \Omega \tag{11a}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{i a j b \lambda} \equiv \int U_{i a}(\mathbf{K}, \Omega) G_{j b}(\mathbf{k}-\mathbf{K}, \omega-\Omega) K_{\lambda} d^{3} \mathbf{K} d \Omega \tag{11b}
\end{equation*}
$$

In terms of these integrals Eqs. (8) and (9) become

$$
\begin{align*}
& B_{a}(\mathbf{k}, \omega)\left\{\delta_{i a}\left(\eta k^{2}-i \omega\right)+(2 \pi)^{4}\left[k_{j}\left(J_{j b i b a}-J_{i b j b a}\right)\right.\right. \\
&\left.\left.+k_{j} k_{b}\left(I_{j b i a}-I_{i b j a}\right)\right]\right\}=0 \tag{12}
\end{align*}
$$

and

$$
\begin{align*}
& G_{i u}(\mathbf{k}, \omega)\left(\eta k^{2}-i \omega\right)=(2 \pi)^{-4} \delta_{i u}-(2 \pi)^{4} k_{j} \\
& \quad \times\left[G_{b u}(\mathbf{k}, \omega) k_{b}\left(I_{i a j a}-I_{j a t a}\right)\right. \\
& \quad+G_{a u}(\mathbf{k}, \omega) k_{b}\left(I_{j b i a}-I_{i b j a}\right) \\
& \left.\quad-G_{b u}(\mathbf{k}, \omega)\left(J_{i a j a b}-J_{j a i a b}\right)\right], \tag{13}
\end{align*}
$$

where we have used the incompressibility condition $k_{i} U_{i j}=0$ to eliminate several of the terms in Eqs. (8) and (9).

Now note by inspection of Eqs. (10)-(13) that since both $U_{i j}(-\mathbf{k})=U_{i j}(\mathbf{k})$ and $U_{i j}(\mathbf{k})=U_{i j}(\mathbf{k})$ it follows that $G_{i u}(\mathbf{k})=G_{i u}(-\mathbf{k})$ and $G_{i u}(\mathbf{k})=G_{u i}(\mathbf{k})$, so that $G_{i u}$ must have the form

$$
\begin{equation*}
G_{i u}(\mathbf{k}, \omega)=R(k, \omega) \delta_{i u}+S(k, \omega) k_{i} k_{u}, \tag{14}
\end{equation*}
$$

where $R$ and $S$ are (as yet) unknown scalar functions of arguments $k, \omega$.

We can use the symmetry conditions (10) and (14) to simplify Eqs. (12) and (13).

First note that we require only $J_{i a j a \lambda}$ in both Eqs. (12) and (13). From the definition (11b) and using the symmetry conditions (10) and (14) we must have

$$
\begin{equation*}
J_{i a j a \lambda}(\mathrm{~K}, \Omega)=A \delta_{i j} K_{\lambda}+B \delta_{i \lambda} K_{j}+C \delta_{j \lambda} K_{i}+D K_{i} K_{j} K_{\lambda}, \tag{15}
\end{equation*}
$$

where $A, B, C, D$ are scalar functions of arguments $K, \Omega$.
It then follows that

$$
\begin{equation*}
J_{i a j a \lambda}-J_{j a i a \lambda}=(B-C)\left(\delta_{i b} K_{j}-\delta_{j b} K_{i}\right) \tag{16}
\end{equation*}
$$

We also have

$$
\begin{align*}
& I_{i a j b}(\mathbf{k}, \omega)=\alpha \delta_{i a} \delta_{j b}+\beta\left(\delta_{i j} \delta_{a b}+\delta_{i b} \delta_{j a}\right) \\
& \quad+d \delta_{i a} k_{j} k_{b}+\epsilon \delta_{j b} k_{i} k_{a}+\zeta\left(\delta_{i b} k_{j} k_{a}+\delta_{a b} k_{i} k_{j}\right. \\
& \left.\quad+\delta_{j a} k_{i} k_{b}+\delta_{i j} k_{a} k_{b}\right)+\mu \delta_{i a} k_{j} k_{b}+\nu k_{i} k_{j} k_{a} k_{b} \tag{17}
\end{align*}
$$

where $\alpha, \beta, d, \epsilon, \zeta, \mu, \nu$ are scalar functions of arguments $k, \omega$.

## It follows that

$k_{b} k_{j}\left(I_{j b i a}-I_{i b j a}\right)=\left[\alpha-\beta+k^{2}(\mu-\epsilon)\right]\left(k^{2} \delta_{i a}-k_{i} k_{a}\right)$.
Use of Eqs. (16) and (18) in Eq. (12) and (13) gives

$$
\begin{gather*}
G_{i u}(\mathbf{k}, \omega)\left(\eta k^{2}-i \omega\right)=(2 \pi)^{-4} \delta_{i u}-(2 \pi)^{4}\left(\delta_{i a} k^{2}-k_{i} k_{a}\right) \\
\times G_{a u}(\mathbf{k}, \omega)\left\{\left[\alpha-\beta+k^{2}(\mu-\epsilon)\right]-(B-C)\right\} \tag{19}
\end{gather*}
$$

and
$B_{a}(\mathbf{k}, \omega)\left\{\left(\eta k^{2}-i \omega\right) \delta_{i a}+(2 \pi)^{-4} \delta_{i a} k^{2}\left[\alpha-\beta+k^{2}(\mu-\epsilon)\right.\right.$

$$
\begin{equation*}
-(B-C)]\}=0 \tag{20}
\end{equation*}
$$

Now

$$
\begin{equation*}
B-C=-\left(2 k^{2}\right)^{-1} k_{i} J_{i a j a j} \tag{21a}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha-\beta+k^{2}(\mu-\epsilon)=\left(2 k^{2}\right)^{-1} k_{a}\left(k_{i} I_{i a j j}-k_{b} I_{i a i}\right) . \tag{21b}
\end{equation*}
$$

Using Eqs. (10) and (14) in Eq. (21) gives

$$
\begin{align*}
M(\mathbf{k}, \omega) \equiv & k^{2}\left[\alpha-\beta+k^{2}(\mu-\epsilon)-(B-C)\right] \\
= & \int E(K, \Omega)\left(k^{2}-(\mathbf{k} . \mathbf{K})^{2} K^{-2}\right) R(|\mathbf{k}-\mathbf{K}|, \\
& \times \omega-\Omega) d^{3} \mathbf{K} d \Omega . \tag{22}
\end{align*}
$$

Now use Eq. (22) in Eq. (19) to obtain

$$
\begin{align*}
& R(k, \omega)\left(\eta k^{2}-i \omega+(2 \pi)^{4} M\right)=(2 \pi)^{-4}  \tag{23}\\
& k^{2} S(k, \omega)\left(\eta k^{2}-i \omega\right)=(2 \pi)^{4} M R(k, \omega) \tag{24}
\end{align*}
$$

Write $Q(k, \omega)=(2 \pi)^{4} R(k, \omega)$ when Eq. (23) becomes

$$
\begin{align*}
Q(k, \omega)\left[\eta k^{2}-i \omega+\right. & \int E(K, \Omega)\left(k^{2}-(\mathbf{k} . \mathbf{K})^{2} K^{-2}\right) \\
& \left.\times Q(|\mathbf{k}-\mathbf{K}|, \omega-\Omega) d^{3} \mathbf{K} d \Omega\right]=1 \tag{25}
\end{align*}
$$

So the immediate task before us is to solve Eq. (25) for $Q(k, \omega)$ with $k$ real. Having obtained the solution we then note that the dispersion relation obtained from Eq. (20) is just ${ }^{8}$

$$
\begin{equation*}
\frac{1}{Q} \equiv \eta k^{2}-i \omega+(2 \pi)^{4} M=0 \tag{26}
\end{equation*}
$$

for complex $\omega$ and real $k$.
Knowing the solution of Eq. (25) for $Q$, we look for the zeros of $Q^{-1}$ for real $k$ in the complex $\omega$ plane. These are the normal modes of the large-scale magnetic field.

Note that Eq. (25) is a nonlinear four dimensional integral equation for $Q$. Note further that the structure of the solution depends on the form chosen for $E(k, \omega)$. It is, therefore, difficult to solve in general.

## IV. THE FIRST-ORDER SMOOTHING THEORY RESULT

Assume a priori that

$$
\begin{align*}
&\left|\eta k^{2}-i \omega\right| \gg \mid \int E(K, \Omega)\left(k^{2}-(\mathbf{k} . \mathbf{K})^{2} K^{-2}\right) \\
& \times Q(|\mathbf{k}-\mathbf{K}|, \omega-\Omega) d^{3} \mathbf{K} d \Omega \mid \tag{27}
\end{align*}
$$

Then a first iteration of Eq. (25) gives
$\frac{1}{Q} \simeq \eta k^{2}-i \omega+\int \frac{E(K, \Omega)\left(k^{2}-(\mathbf{k} . \mathbf{K})^{2} K^{-2}\right)}{\left[\eta(\mathbf{k}-\mathbf{K})^{2}-i(\omega-\Omega)\right]} d^{3} \mathbf{K} d \Omega$.
With $Q^{-1}=0$, Eq. (28) is precisely the dispersion relation obtained using FOST (see, e.g., LV, Appendix C).
The zeros of Eq. (28) for complex $\omega$ and real $k$ then determine the normal modes of the large-scale magnetic field under first-order smoothing theory. The requirement that inequality (27) be valid then gives (for $k$, $\omega \rightarrow 0$ ) about

$$
\begin{equation*}
\left|\int E(K, \Omega) K d K d \Omega\right| \ll \eta^{2} \tag{29}
\end{equation*}
$$

Now $\left\langle V^{2}\right\rangle=\int E(K, \Omega) d^{3} K d \Omega$.
Let $E$ be characterized by a scale-length $L$. Then equality (29) demands that

$$
\begin{equation*}
L\left\langle V^{2}\right\rangle^{1 / 2} \ll \eta \tag{30}
\end{equation*}
$$

And Eq. (30) is the requirement that the Reynolds' number $L\left\langle V^{2}\right\rangle^{1 / 2} / \eta$ should be small. Further, it can be shown (LV, Appendix C) that when $E(k, \omega) \geq 0$ then Eq. (28) has solutions with $\omega=\omega_{R}-i \sigma$ where $\sigma>0$. So the normal modes of $B$, which were chosen to have the dependence $\exp (-i \omega t)$, are decaying and no regenerative dynamo action results under the approximation of FOST.

However, as Hammerstein (1930) ${ }^{9}$ has pointed out, a uniformly convergent approximation of a nonlinear integral equation of Hammerstein's normal form ${ }^{10}$ exists if, and only if, $\left|\int_{0}^{Q} f(y, u) d u\right| \leqslant \frac{1}{2} C_{1} Q^{2}+C_{2} Q$ for all $Q$,
where, in our case, $C_{1}>0$ ) is the lowest positive eigenvalue of the real symmetric, positive definite kernel

$$
K^{2} \int_{-1}^{+1}\left(1-\mu^{2}\right) E(|\mathbf{k}+\mathbf{K}|, \omega-\Omega)|\mathbf{k}+\mathbf{K}|^{-2} d \mu
$$

In the present case where $f \alpha 1 / u$, this condition becomes

$$
|\ln Q| \leqslant \frac{1}{2} C_{1} Q^{2}+C_{2} Q
$$

which is not satisfied for all $Q$. Accordingly any approximate solution to Eq. (25), like that given by FOST, is suspect. ${ }^{11}$

In order to ensure that an accurate solution is obtained one must first solve the nonlinear integral equation exactly and then look at the behavior of the solution for various values of the Reynolds' number. We shall first show how to solve Eq. (25) for particular forms of the turbulence spectrum and then we will point out what remains to be done in order to obtain solutions for arbitrary turbulence spectra. Consider then the exact solution to Eq. (25).

## V. AN EXACT SOLUTION OF EQ. (25) FOR STATIC TURBULENCE

Let the velocity turbulence be independent of time when

$$
\begin{equation*}
E(K, \Omega)=\xi(K) \delta(\Omega) \tag{31}
\end{equation*}
$$

with $\xi(K) \geqslant 0$.
Write $\varphi(k, \omega)=Q(k, \omega)^{-1}$ when Eq. (25) can be cast in the form

$$
\begin{align*}
\varphi(k, \omega)-\left(\eta k^{2}-i \omega\right)=\int\left[k^{2}-\right. & \left.(\mathbf{k} \cdot \mathbf{K})^{2} K^{-2}\right] \xi(K) \\
& \times \varphi(|\mathbf{k}-\mathbf{K}|, \omega)^{-1} d^{3} K \tag{32}
\end{align*}
$$

The immediate task before us is to solve Eq. (32)
given $\xi(k)$ and to then find the zeros $\varphi(k, \omega)$ on the real $k$ axis for complex $\omega$.

The form of Eq. (32) can be simplified with the following reductions.

Let $\xi(k)$ be characterized by a scale-length $L$ (the correlation length) and an "intensity" $V^{2}$ so that with $k \rightarrow k L, \omega \rightarrow \eta L^{-2} \omega, \varphi \rightarrow \eta k^{2} \Phi$ we have ${ }^{12}$
$\Phi(k, \omega)-\left(1-i \omega k^{-2}\right)=R^{2} \int_{0}^{\infty} \kappa^{2} J(k, \kappa) \Phi(\kappa, \omega)^{-1} d \kappa$,
where

$$
\begin{array}{r}
J(k, \kappa)=2 \pi \int_{-1}^{+1} d \mu\left(1-\mu^{2}\right) \xi\left(\left|k^{2}+\kappa^{2}+2 k \kappa \mu\right|^{1 / 2}\right) \\
\times\left(k^{2}+\kappa^{2}+2 k \kappa \mu\right)^{-1} \tag{34}
\end{array}
$$

and where the magnetic Reynolds' number $R=L V / \eta$. In Eq. (34) $\xi(k)$ is, of course, the dimensionless energy density of the velocity turbulence per mode $k$.

Thus we are to solve the nonlinear integral Eq. (33); the normal modes of the ensemble average magnetic field are then given by the zeros of $\Phi$. Note that since the mode dependence is $\exp (i \mathbf{k} . \mathbf{x})$, the zeros of $\Phi m u s t$ occur on the real $k$ axis in order to preserve physical sense. Zeros in the complex $k$ plane would lead to spatially unbounded magnetic fields, which are physically absurd.

Note that $J(-k, \kappa)=J(k, \kappa)=J(\kappa, k)$, so that $\Phi(-k, \omega)=\Phi(k, \omega)$. So if $\Phi$ possesses a zero at $k=m$, it also possesses one at $k=-m$.

Supposing that $\Phi(k, \omega)$ does possess a zero at $k=m$ the first question that arises is how to interpret the singular integral occurring in Eq. (33). Here we follow a prescription given by Landau (1946) ${ }^{13}$ and move the singularities from $k= \pm m$ to $k= \pm(m+i \epsilon)$ and then let $\epsilon \rightarrow+0$. This is done so that only physically causal solutions to the DIA equations arise. [For an elegant, and excellent, discussion of this point under wider conditions than we are concerned with here see Jackson (1960). ${ }^{14}$ ]

Now let $\xi(k)$ be chosen so that $J(k, \kappa)$ is analytic in both $k$ and $\kappa$ with an essential singularity on the circle at infinity. [For example, $\xi(k) \alpha k^{2} \exp \left(-k^{2}\right)$ is one such function.]

The method we give below for constructing solutions to Eq. (33) splits into two parts. First, there is consideration of a particular integral; second, we show that a limit form of the integral satisfies Eq. (33).

## A. Consideration of an integral

## Consider

$I=\int_{-\infty}^{\infty} \kappa^{2} J(k, \kappa)\left[1-i \omega k^{-2}+\Lambda_{1} J(m, \kappa)+\Lambda_{2} J(M, \kappa)\right]^{-1} d \kappa$,
where $\pm(m+i \epsilon)$ and $\pm(M+i \epsilon)(M>m)$ are zeros of $1-i \omega k^{-2}+\Lambda_{1} J(m, \kappa)+\Lambda_{2} J(M, \kappa)$ which, as $\epsilon \rightarrow+0$, lie on the real $k$ axis at points $\kappa= \pm m, \kappa= \pm M$.

What we wish to show is that, apart from functions of $\omega, m$, and $M$ the integral $I$ has the general form

$$
I=a J(m, k)+b J(M, k) .
$$

If we can do so then by assuming

$$
\Phi=1-i \omega k^{-2}+\Lambda_{1} J(m, k)+\Lambda_{2} J(M, k),
$$

we can obtained closed expressions for $\Lambda_{1}$ and $\Lambda_{2}$ and so effect a solution to Eq. (33).

Consider then the integral path along the real $\kappa$ axis from $-\infty$ to $+\infty$ and path closure by a large semi ${ }^{2}$ circle in the upper half complex $\kappa$ plane. On the semicircle the integral of $I$ will converge for $k<M$ at least as fast as $\exp (-|M-k||\kappa|)$ [we have in mind $\xi(k) \sim k^{n} \exp \left(-k^{2}\right)$ at large $\left.k\right]$.

## And then

$$
\begin{align*}
I=2 \pi i \sum_{m_{i}} m_{i}^{2} J\left(k, m_{i}\right)\left[2 i \omega m_{i}^{-3}+\right. & \Lambda_{1} J^{\prime}\left(m, m_{i}\right) \\
& \left.+\Lambda_{2} J^{\prime}\left(M, m_{i}\right)\right]^{-1} \tag{36}
\end{align*}
$$

where the sum $m_{i}$ is over the zeros of the denominator $1-i \omega k^{-2}+\Lambda_{1} J(m, \kappa)+\Lambda_{2} J(M, \kappa)$ occurring for $\kappa>0$. Further $\left.J^{\prime}\left(m, m_{i}\right) \equiv(\partial / \partial k) J(m, k)\right|_{k=m_{i}}$.
As $M \rightarrow \infty$ ( $m$ finite) it is a simple matter to show that $J(k, M)=0\left(\exp -(k-M)^{2}\right)$ and that $\Lambda_{2} \leqslant 0\left(M^{n}\right)$, so that
$I(M \rightarrow \infty)=2 \pi i m^{2} J(k, m)\left[2 i \omega m^{-3}+\Lambda_{1} J^{\prime}(m, m)\right]^{-1}$
[and again we have in mind that $\xi(k) \sim k^{n} \exp \left(-k^{2}\right)$ for large $k$ ].

## B. Application to Eq. (35)

Assume that $\Phi(k, \omega)$ has only two zeros, both on the positive real $\kappa$ axis at $\kappa=m$ and $\kappa=M$, respectively.
Then write
$\int_{0}^{\infty} \kappa^{2} J(k, \kappa) \Phi(\kappa, \omega)^{-1} d \kappa=\frac{1}{2} \int_{-\infty}^{\infty} \kappa^{2} J(k, \kappa) \Phi(\kappa, \omega)^{-1} d \kappa$.

## Now assume

$$
\begin{equation*}
\Phi(k, \omega)=1-i \omega k^{-2}+\Lambda_{1} J(k, m)+\Lambda_{2} J(k, M) \tag{39}
\end{equation*}
$$

to obtain (as $M \rightarrow \infty$ )
$\Phi(k, \omega)=1-i \omega k^{-2}+i \pi m^{2} R^{2} J(k, m) /\left.\frac{\partial \Phi(k, \omega)}{\partial k}\right|_{k=m}$.
Equation (40) can be solved simply, for $\Phi(m, \omega)=0$, by definition and this implies

$$
\begin{equation*}
\left.\frac{\partial \Phi(k, \omega)}{\partial k}\right|_{k=m} \equiv \Phi^{\prime}=-i \pi R^{2} m^{2} J(m, m)\left(1-i \omega m^{-2}\right)^{-1} . \tag{41}
\end{equation*}
$$

Also by differentiating Eq. (40) we obtain

$$
\begin{equation*}
\Phi^{\prime}=2 i \omega m^{-3}+i \pi R^{2} m^{2}\left(\Phi^{\prime}\right)^{-1}\left(\frac{\partial J(k, m)}{\partial k}\right)_{k=m} \tag{42}
\end{equation*}
$$

Equations (41) and (42) are compatible if, and only if, a dispersion relation is satisfied.

The dispersion relation is
$2\left(1+\frac{1}{2} m J^{\prime} / J\right)\left(1-i \omega m^{-2}\right)=1 \pm\left[1+2 i \pi R^{2} m^{3}\right.$

$$
\begin{equation*}
\left.\times\left(J+\frac{1}{2} m J^{\prime}\right)\right]^{1 / 2}, \tag{43}
\end{equation*}
$$

where $J \equiv J(m, m), J^{\prime} \equiv(\partial J(k, m) / \partial k)_{k=m}$.
It is a simple matter to show from Eq. (34) that $2 J+m J^{\prime}>0$ for all $m$ as long as $\xi(k) \geqslant 0$ for all $k$.

Now both modes of Eq. (43) are not permitted. For if $R \rightarrow 0$ (i.e., $V \rightarrow 0$ ) the upper sign predicts growing modes even in the absence of velocity turbulence. This is physically absurd. So the upper sign must be rejected on physical grounds. Then with $i \omega=-\sigma+i A$ (and with growing modes if $\sigma>0$ ) we obtain

$$
\begin{align*}
& 2\left(1+\frac{1}{2} m J^{\prime} / J\right)\left(1+\sigma / m^{2}\right)=1-2^{-1 / 2}\left[\left(1+\alpha^{2}\right)^{1 / 2}+1\right]^{1 / 2},  \tag{44a}\\
& 2(44 \mathrm{a})  \tag{44b}\\
& \qquad 2\left(1+\frac{1}{2} m J^{\prime} / J\right) A=2^{-1 / 2} m^{2}\left[\left(1+\alpha^{2}\right)^{1 / 2}-1\right]^{1 / 2}, \\
& \text { where } \alpha=2 \pi R^{2} m^{3}\left(J+\frac{1}{2} m J^{\prime}\right) .
\end{align*}
$$

Equation (44a) gives $\sigma<0$ for all values of $R$. So as long as we restrict our attention to two zeros of $\Phi(k, \omega)$ (one at $m$ and the second at $M \rightarrow \infty$ ) for incompressible, isotropic and static velocity turbulence, no growing modes exist provided that the turbulence spectrum makes $J(k, \kappa)$ analytic in the finite complex $k$ and $\kappa$ planes.
Author's note. The reader who is primarily interested in the physics may skip Secs. VI and VII and go directly to Sec. VIII. The reader who is more interested in the mathematical development should first read Secs. VI and VII before reading Sec. VIII.

## VI. UNIQUENESS OF THE SOLUTION TO EQ. (33) AND A VARIATIONAL PRINCIPLE

In deriving the above results from Eq. (33) we assumed that it possessed only two zeros on the positive real $\kappa$ axis at $m$ and $M$, and we then let $M \rightarrow \infty$. It should be obvious that this procedure can be generalized.

## A. Uniqueness of the solution

Let $\Phi(k, \omega)$ have simple zeros at $m_{1}, m_{2}, \ldots, m_{n}, M$ with $m_{1}<m_{2}<m_{3} \cdots<m_{n}<M$ on the positive real $k$
axis. Then by analogy with Sec. $V$ we have (as $M \rightarrow \infty$ )
$\Phi(k, \omega)=1-i \omega k^{-2}+i \pi R^{2} \sum_{i=1}^{n} m_{i}^{2} J\left(k, m_{i}\right) / \Phi^{\prime}\left(m_{i}, \omega\right)$. (45)
In Eq. (45) set $k=m_{\alpha}(\alpha=1, \ldots, n)$ with $\Phi\left(m_{\alpha}, \omega\right)=0$ by definition. Then

$$
\begin{array}{r}
1-i \omega m_{\alpha}^{-2}=-i \pi R^{2} \sum_{i=1}^{n} m_{i}^{2} J\left(m_{\alpha}, m_{i}\right) / \Phi^{\prime}\left(m_{i}, \omega\right) \\
(\alpha=1,2, \ldots, n) \tag{46}
\end{array}
$$

Also by differentiating Eq. (45) with respect to $k$ and then setting $k=m_{\alpha}$ we obtain

$$
\begin{array}{r}
\Phi^{\prime}\left(m_{\alpha}, \omega\right)=2 i \omega m_{\alpha}^{-3}+i \pi R^{2} \sum_{i=1}^{n} m_{i}^{2} J^{\prime}\left(m_{\alpha}, m_{i}\right) / \Phi^{\prime}\left(m_{i}, \omega\right) \\
(\alpha=1,2, \ldots, n) \tag{47}
\end{array}
$$

Consider then the implications of Eqs. (46) and (47). We have $2 n$ equations for the $n$ unknowns $\Phi^{\prime}\left(m_{\alpha}, \omega\right)$ which seems contradictory if the $m_{\alpha}$ are specified $a$ priori. However, if we regard the $m_{\alpha}^{\alpha}$ as arbitrary (except for $m_{1}$ ), then Eqs. (46) and (47) give $2 n$ equations for the $2 n$ unknowns $\Phi^{\prime}\left(m_{\alpha}, \omega\right), m_{2}, m_{3} \cdots m_{n}$ and $\omega$, all of which can then be uniquely determined in terms of $m_{1}$.

Of the many dispersion relations for $\omega=\omega\left(m_{1}\right)$ which result only those which yield $i \omega=m_{1}^{2}$ as $R \rightarrow 0$ are physically permissible.

To illustrate the point let us consider in some detail Eqs. (46) and (47). Let $\Phi^{\prime}\left(m_{\alpha}, \omega\right) m_{\alpha} \equiv u_{\alpha}$. Then from Eq. (47) we have

$$
\begin{equation*}
m_{\alpha}^{2} u_{\alpha}-m_{B}^{2} u_{B}=i \pi R^{2} \sum_{i} m_{i}^{3} u_{i}^{-1}\left(m_{\alpha}^{3} J_{\alpha i}^{\prime}-m_{B}^{3} J_{B i}^{\prime}\right) \tag{48}
\end{equation*}
$$

where $\left.J_{\alpha i}^{\prime} \equiv(\partial / \partial k) J\left(k, m_{i}\right)\right|_{k=m_{\alpha}}$.
From Eq. (46) we have

$$
\begin{align*}
m_{\alpha}^{2} u_{\alpha}- & m_{\beta}^{2} u_{\beta}=2\left(m_{\alpha}^{2}-m_{\beta}^{2}\right)+i \pi R^{2} \sum_{i} m_{i}^{3} u_{i}^{-1} \\
& \times\left(m_{\alpha}^{3} J_{\alpha i}^{\prime}-m_{\beta}^{3} J_{\xi i}^{\prime}+2 m_{\alpha}^{2} J_{\alpha i}-2 m_{\beta}^{2} J_{\beta i}\right) \tag{49}
\end{align*}
$$

From Eqs. (48) and (49) it follows that if $m_{\alpha} \neq m_{\beta}$, then
$2=-i \pi R^{2} \sum_{i} m_{i}^{3} u_{i}^{-1}\left(m_{B}^{2} J_{B i}-m_{\alpha}^{2} J_{\alpha i}\right) /\left(m_{B}^{2}-m_{\alpha}^{2}\right)$.
Now all the $m_{i}$ and the $J$ 's are positive. So from Eq. (50)

$$
u_{i}=i V_{i} \text { with } V_{i} \text { real. }
$$

But if $u_{i}=i V_{i}$, it follows from Eq. (48) that

$$
\begin{equation*}
V_{\alpha} / V_{B}=m_{B}^{2} / m_{\alpha}^{2} \tag{51}
\end{equation*}
$$

and that

$$
\begin{equation*}
\sum_{i} m_{i}^{5}\left(m_{\alpha}^{3} J_{\alpha i}^{\prime}-m_{B}^{3} J_{B i}^{\prime}\right)=0 \quad(\alpha \neq \beta) \tag{52}
\end{equation*}
$$

Equations (50) and (52) must be valid for all values of $\alpha$ and $\beta$ with $\alpha \neq \beta$. But Eqs. (50) and (52), must be true for arbitrary choices of the turbulence spectrum $\xi(k)$ which give analytic $J$.

Hence Eq. (50) is not valid in general. The only other possibility is then $m_{\alpha}=m_{\beta}$ (all $\alpha, \beta$ ). Thus there are no solutions to Eq. (33) which consist of more than one simple zero at finite $m$ values.

What about solutions involving double, triple, etc., zeros of $\Phi$ ?

Suppose there exists a solution to Eq. (33) with $J(k, \kappa)$ analytic which consists of (a) $m_{1}, \ldots, m_{n}$ being simple zeros of $\Phi$, (b) $m_{r+1}, \ldots, m_{p}$ being double zeros of $\Phi$, and (c) $m_{p+1} \cdots$ being triple zeros of $\Phi$, etc., with altogether $N$ zeros being at finite $m$ values; further let there be a last simple zero at $k=M$.

Then, as $M \rightarrow \infty$,

$$
\begin{align*}
\Phi(k, \omega)= & 1-i \omega k^{-2}+i \pi R^{2}\left\{\sum_{i=1}^{r} m_{i}^{2} \frac{J\left(k, m_{i}\right)}{\Phi^{\prime}\left(m_{i}, \omega\right)}\right. \\
& +\sum_{r+1}^{p} \frac{1}{\Phi^{\prime \prime}\left(m_{i}, \omega\right)} \frac{\partial}{\partial \kappa}\left(\left.\kappa^{2} J(k, \kappa)\right|_{k=m_{i}}+\cdots\right\} \tag{53}
\end{align*}
$$

Now $\Phi$ must vanish at $m=m_{1} \cdots m_{N}, \Phi^{\prime}$ must vanish at $m_{r+1}, \ldots, m_{p}, \Phi^{\prime \prime}$ must vanish at $m_{p+1} \cdots$, etc.

From Eq. (53) the vanishing of $\Phi$ gives $N$ equations. By differentiating $\Phi$ we obtain $N$ further equations. This is enough to give a unique solution, for we have $2 N$ unknowns $\left[\omega, m_{2} \cdots m_{n} ; \Phi^{\prime}\left(m_{1}\right) \cdots \Phi^{\prime}\left(m_{r}\right) ; \Phi^{\prime \prime}\left(m_{r+1}\right) \cdots\right.$ $\Phi^{\prime \prime}\left(m_{p}\right)$; etc.]. But we have more equations availablefor we can differentiate Eq. (53) twice to give $p-(r+1)$ further equations, etc. Thus the system is much overdetermined and no solution exists. Altogether then as long as $J(k, \kappa)$ is analytic in the finite domains of the complex $k$ and $\kappa$ planes, the only solution to Eq. (33) is when $\Phi$ has a simple zero at $k=m$ and a second simple zero at $k=M \rightarrow \infty$. And this solution does not admit of growing modes for any form of the static velocity turbulence [which preserves the analyticity of $J(k, \kappa)$ ].

What about choices of $\xi(k)$ which give nonanalytic $J(k, \kappa)$ [e.g., $\xi(k) \alpha k^{n} \exp (-k)$ or $\xi(k) \alpha k^{2}\left(k^{2}+1\right)^{-\alpha}$ give nonanalytic $J(k, \kappa)$ as can be verified directly]?

In such cases we have been unable to solve Eq. (33) analytically, but we have been able to construct a variational principle which enables solutions to be found, in principle.

## B. The variational principle

Consider the expression

$$
\begin{align*}
L=\int_{0}^{\infty} d k\left\{\varphi^{+}\right. & (k, \omega)\left[\varphi(k, \omega)-\left(1-i \omega k^{-2}\right)\right] \\
& \left.\quad-R^{2} \varphi^{+}(k, \omega) \int_{0}^{\infty} d \kappa \kappa^{2} J(k, \kappa) \varphi(\kappa, \omega)^{-1}\right\} \tag{54}
\end{align*}
$$

If $L$ is varied extremally with respect to the adjoint function $\varphi^{+}$we recover Eq. (33). If $L$ is varied extremally with respect to $\varphi$ we obtain the adjoint equation

$$
\begin{equation*}
\varphi^{+}=-R^{2} k^{2} \varphi^{-2} \int_{0}^{\infty} d \kappa J(k, \kappa) \varphi^{+}(\kappa, \omega) \tag{55}
\end{equation*}
$$

Now multiply Eq. (33) by $\varphi^{+}$, Eq. (55) by $\varphi$, integrate the results over $0 \leqslant k \leqslant \infty$ to obtain

$$
\begin{align*}
& 2 \int_{0}^{\infty} \varphi \varphi^{+} d k+\int_{0}^{\infty} d k\left(1-i \omega k^{-2}\right) \varphi^{+}=0  \tag{56a}\\
& \int_{0}^{\infty} d k\left(1-i \omega k^{-2}\right) \varphi^{+}-2 R^{2} \int_{0}^{\infty} d k \int_{0}^{\infty} d \kappa k^{2} J(k, \kappa) \\
& \times \varphi^{+}(\kappa, \omega) \varphi(k, \omega)^{-1} \tag{56b}
\end{align*}
$$

Suppose then that we had been able to solve.Eqs. (33) and (55). Then upon using equations (56) in equation (54) we obtain

$$
\begin{equation*}
L=0 \tag{57}
\end{equation*}
$$

Thus we can use

$$
\begin{align*}
\rho^{2}= & \int_{0}^{\infty} d k \varphi^{+}(k, \omega)\left[\varphi(k, \omega)-\left(1-i \omega k^{-2}\right)\right] \\
& \times\left[\int_{0}^{\infty} d k \varphi^{+}(k, \omega)\left[\int_{0}^{\infty} d \kappa \kappa^{2} J(k, \kappa) \varphi(\kappa, \omega)^{-1}\right]\right]^{-1} \tag{58}
\end{align*}
$$

as a variational principle for determining approximate solutions to Eqs. (33) and (55) when we are unable to perform the integrals analytically. Now $R^{2}>0$, so the variational statement for Eq. (58) is that for trial functions $\varphi$ and $\varphi^{+}$; we have

$$
\begin{equation*}
\operatorname{Re} \rho^{2}=R^{2}>0, \quad \operatorname{Im} \rho^{2}=0 \tag{59}
\end{equation*}
$$

The "boundary conditions" on trial functions to be used in Eq. (58) are $\varphi(k \rightarrow \infty)=1 ; \varphi^{+}(k \rightarrow \infty)=0$; $\varphi(k \rightarrow 0) \rightarrow 1-i \omega / k^{2} ; \varphi^{+}(k \rightarrow 0) \rightarrow 0$. Further if $\varphi(k, \omega)$ is taken to have a zero of degree $r$ at $k=m$, then $\varphi^{+}$ has a pole of degree $2 r$ at $k=m$.

In view of the complexity of the variational statement (58), it is clear that some considerable effort is necessary in order to obtain even an approximate solution. However, in view of our inability to solve Eq. (33) directly when $J(k, \kappa)$ is not analytic in the finite domains of the complex $k$ and $\kappa$ planes, such effort may be worthwhile.

## VII. TIME DEPENDENT VELOCITY TURBULENCE

All the results of Secs. V and VI are based on Eq. (33) and this, in turn, was derived from Eq. (25) using static velocity turbulence [see Eq. (31)].

More generally when $E(\kappa, \Omega)$ depends on $\Omega$ we have to solve

$$
\begin{align*}
\Phi(k, \omega)=\eta k^{2}-i \omega+ & \int E(\kappa, \Omega)\left[k^{2}-(\mathbf{k} . \kappa)^{2} K^{-2}\right] \\
& \times \Phi(|\mathbf{k}-\boldsymbol{\kappa}|, \omega-\Omega)^{-1} d^{3} \kappa d \Omega \tag{60}
\end{align*}
$$

where the normal modes of the ensemble average magnetic field are given through the dispersion relation

$$
\begin{equation*}
\Phi(k, \omega)=0 \tag{61}
\end{equation*}
$$

which determines the complex frequency $\omega$ as a function of real wavenumber $k$.

With

$$
\begin{equation*}
\Phi(k, \omega)=\eta k^{2} \Psi(k, \omega) \tag{62}
\end{equation*}
$$

equation (55) can be cast in the form

$$
\begin{equation*}
\Psi(k, \omega)=1-i \omega k^{-2}+\int_{0}^{\infty} \kappa^{2} \frac{J(k, \kappa, \omega-\Omega)}{\Psi(\kappa, \Omega)} d \kappa d \Omega \tag{63}
\end{equation*}
$$

where

$$
\begin{align*}
& J(k, \kappa, \omega-\Omega)=2 \pi \eta^{-2} \int_{-1}^{+1}\left(1-\mu^{2}\right)|\mathbf{k}+\kappa|^{-2} \\
& \times E(|\mathbf{k}+\kappa|, \omega-\Omega) d \mu  \tag{64}\\
& \text { with }|\mathbf{k}+\kappa|=\left(k^{2}+\kappa^{2}+2 k \kappa \mu\right)^{1 / 2}
\end{align*}
$$

We have not been able to solve Eq. (63) but we have found a variational principle which, in principle, enables approximate solutions to be obtained to Eq. (58).

## Consider

$$
\begin{align*}
& L=\int d k d \omega\left\{\varphi^{+}(k, \omega)\left[\Psi(k, \omega)-\left(1-i \omega k^{-2}\right)\right]\right. \\
&\left.\quad-\varphi^{+}(k, \omega) \int \kappa^{2} J(k, \kappa, \omega-\Omega) d \kappa d \Omega \Psi(\kappa, \Omega)^{-1}\right\} \tag{65}
\end{align*}
$$

Extremal variation of $L$ with respect to the adjoint function $\varphi^{+}$gives Eq. (58), while extremal variation of $L$ with respect to $\Psi$ gives the adjoint equation

$$
\begin{equation*}
\varphi^{+}(k, \omega)=-k^{2} \Psi^{-2} \int J(k, \kappa, \omega-\Omega) \varphi^{+}(\kappa, \Omega) d \kappa d \Omega \tag{66}
\end{equation*}
$$

Then by multiplying Eq. (66) by $\Psi$, Eq. (58) by $\varphi^{+}$and integrating the results over $k$ and $\omega$ it follows that

$$
\begin{equation*}
2 \int \Psi \varphi^{+} d k d \omega=\int \varphi^{+}\left(1-i \omega k^{-2}\right) d k d \omega \tag{67}
\end{equation*}
$$

and

$$
\begin{align*}
& \int \varphi^{+}\left(1-i \omega / k^{2}\right) d k d \omega \\
& =-2 \int d k d \omega d \kappa d \Omega k^{2} \Psi(k, \omega)^{-1} \varphi^{+}(\kappa, \Omega) J(k, \kappa, \omega-\Omega) \tag{68}
\end{align*}
$$

Suppose then that we had somehow obtained solutions to Eqs. (63) and (66). Then by using Eqs. (67) and (68) in Eq. (65) we see that

$$
\begin{equation*}
L=0 \tag{69}
\end{equation*}
$$

Altogether then

$$
\begin{align*}
\rho^{2}= & \int d k d \omega \varphi^{+}(k, \omega)\left[\Psi(k, \omega)-\left(1-i \omega k^{-2}\right)\right] \\
& \times\left[\int d k d \omega \varphi^{+}(k, \omega)\left[\int d \kappa d \Omega \kappa^{2} J(k, \kappa, \omega-\Omega) \Psi(\kappa, \Omega)^{-1}\right]\right]^{-1} \tag{70}
\end{align*}
$$

provides a variational principle for obtaining approximate solutions to Eqs. (63) and (66) for trial functions $\Psi$ and $\varphi^{+}$. The variational statement is

$$
\begin{equation*}
\operatorname{Re} \rho^{2}=1, \quad \operatorname{Im} \rho^{2}=0 \tag{71}
\end{equation*}
$$

Note that if we characterize $\Psi$ by an amplitude $A$, then

$$
\begin{equation*}
\left|\rho^{2}\right| \alpha|A|(A \rightarrow 0), \quad\left|\rho^{2}\right| \alpha|A|^{2}(A \rightarrow \infty) \tag{72}
\end{equation*}
$$

So there must exist at least one amplitude $A_{*}$ such that $\left|\rho^{2}\right|=1$.
Then the real and imaginary parts of $\omega$ are to be chosen so that on $A=A_{*}, \operatorname{Re} \rho^{2}=1, \operatorname{Im} \rho^{2}=0$.

## VIII. REMARKS ON THE DECAYING SOLUTION (44a)

Here we shall consider in a little more detail the behavior of the decay rate $\sigma$, and the oscillating frequency $A$, of the mode given by Eqs. (44a) and (44b). ${ }^{15}$

From Eq. (44a) we have

$$
\begin{aligned}
& \sigma=-m^{2}+\frac{1}{2} m^{2}\left(1+\frac{1}{2} m J^{\prime} / J\right)^{-1}\left[1-2^{-1 / 2}\right. \\
&\left.\times\left[\left(1+\alpha^{2}\right)^{1 / 2}+1\right]^{1 / 2}\right]
\end{aligned}
$$

$$
A=2^{-3 / 2} m^{2}\left(1+\frac{1}{2} m J^{\prime} / J\right)^{-1}\left[\left(1+\alpha^{2}\right)^{1 / 2}-1\right]^{1 / 2},(73 \mathrm{~b})
$$

where $\alpha=2 \pi R^{2} m^{3}\left(J+\frac{1}{2} m J^{\prime}\right)$.
As $m \rightarrow \infty, J \rightarrow c m^{-4}, J^{\prime} \rightarrow-m J$, where $c$ is a positive constant, so that $\alpha \rightarrow 2 \pi c R^{2} / m$.

Then for $R \lesssim(m / c)^{1 / 2}$ we have $\alpha \ll 1$ and then

$$
\begin{equation*}
\sigma \simeq-m^{2}\left(1+\frac{1}{16} \alpha^{2}\right) \tag{74a}
\end{equation*}
$$

while for $R \geqq(m / c)^{1 / 2}$ we have

$$
\begin{equation*}
\sigma \simeq-2^{-3 / 4} m^{2} \alpha^{1 / 4} \tag{74~b}
\end{equation*}
$$

Note further from Eq. (73a) that the decay rate of the field is at a rate greater than the free decay rate $-m^{2}$ for all values of the Reynolds number, $R$.

Note also that for any finite Reynolds' number the mode is decaying but oscillatory. This is in contrast to the situation $R=0$ when the mode is purely decaying with no oscillatory component.

We do not yet completely understand the physics underlying this oscillatory behavior.

## IX. DISCUSSION AND CONCLUSION

## A. Detailed comments on the calculation

Using Kraichnan's direct interaction approximation we have set up the singular nonlinear integral equation describing evolution of a magnetic field under incompressible isotropic velocity turbulence. For a particular form of velocity turbulence [i.e., static and giving $J(k, \kappa)$ analytic in the finite domains of the complex $k$ and $\kappa$ planes] which satisfies Cramer's theorem we have given a method of solving the equation. By restricting our attention to the solution possessing two zeros (one at a finite value of $k$ and the other at a value of $k$ tending to infinity), we demonstrated that there existed two normal modes of the ensemble average magnetic field.

One of these modes is oscillatory but degenerative no matter where the finite zero of Eq. (33) is placed and no matter how large the Reynolds' number. The other mode predicts a growing field even in the absence of a turbulent velocity field. It must therefore by excluded on physical grounds.

When the velocity turbulence is static, but gives rise to a nonanalytic $J(k, \kappa)$, we have been unable to solve the nonlinear singular integral equation. However, we have been able to construct a variational principle which enables approximate solutions to be obtained, in principle. Unfortunately, the labor involved in using the variational principle is considerable, but unless a direct method can be found for solving the equation when $J(k, \kappa)$ is nonanalytic, recourse to such a variational principle is inevitable.

Further, when the velocity turbulence is not static we again have been unable to solve the resulting nonlinear singular equation. Once again we have found a variational principle which may be of use in obtaining approximate solutions if a direct method of solving the equation is not found.

We point out that the possibility of incompressible, isotropic, homogeneous and stationary velocity turbulence regenerating a large-scale magnetic field is still a wide open question. There remain to be investigated the cases of (i) nonanalytic $J(k, \kappa)$ for static velocity turbulence, and (ii) velocity turbulence which is not static. We do not yet possess the mathematical tools to investigate these situations.

We would, of course, be highly interested in seeing calculations relating to the above unanswered points. Until such time as these computations are forthcoming about all we can do is to emphasize that the question of whether isotropic velocity turbulence can regenerate a large scale field is as wide open now as it ever has been. What we have done is two things: First, we have shown that for static velocity turbulence which gives rise to analytic $J(k, \kappa)$ the answer is that no regeneration is possible; second, we have set up the equations that have to be solved when either $J(k, \kappa)$ is not analytic or the velocity turbulence is not static. We have not yet succeeded in solving them.

## B. General comments on the physics

The generation of magnetic fields by turbulence has had a long history.

Batchelor (1950) ${ }^{16}$ pointed out that there is a strong analogy between the vorticity ( $\omega=\nabla \times v$ ) of a fluid field and an imbedded magnetic field, for the vorticity in a hydrodynamic fluid satisfies

$$
\begin{equation*}
\frac{\partial \omega_{i}}{\partial t}=\frac{\partial}{\partial x_{j}}\left(v_{i} \omega_{j}-v_{j} \omega_{i}\right) \tag{75}
\end{equation*}
$$

while a magnetic field in a perfectly conducting fluid satisfies

$$
\begin{equation*}
\frac{\partial B_{i}}{\partial t}=\frac{\partial}{\partial x_{j}}\left(v_{i} B_{j}-v_{j} B_{i}\right) \tag{76}
\end{equation*}
$$

On this basis it has been argued (Batchelor, 1950 ${ }^{16}$; Chandrasekhar, 1950; 1951 ${ }^{17}$; Moffatt, $1961^{18}$ ) that there should be equilibrium between the kinetic energy contained in the small eddies of a turbulent fluid and the magnetic energy no matter whether the turbulence is isotropic or not, with

$$
\begin{equation*}
\left\langle B^{2} / 8 \pi\right\rangle \approx \frac{1}{2} \rho\left\langle v^{2}\right\rangle_{\text {small eddies }} \ll \frac{1}{2} \rho\left\langle v^{2}\right\rangle_{\text {all eddies }} \tag{77}
\end{equation*}
$$

On the other hand it has been pointed out (Biermann and Schluter, $1951^{19}$; Biermann, $1953^{20}$; Chandrasekhar, $1955^{21}$ ) that in a perfectly conducting inviscid incompressible fluid the equations admit of an alternative symmetry:

$$
\begin{align*}
\rho\left(\frac{\partial U_{i}}{\partial t}+V_{j} \frac{\partial U_{i}}{\partial x_{j}}\right) & =-\frac{\partial}{\partial x_{i}}\left(p+B^{2} / 8 \pi\right),  \tag{78}\\
\rho\left(\frac{\partial V_{i}}{\partial t}+U_{j} \frac{\partial V_{i}}{\partial x_{j}}\right) & =-\frac{\partial}{\partial x_{i}}\left(p+B^{2} / 8 \pi\right) \tag{79}
\end{align*}
$$

where

$$
U_{i}=v_{i}+B_{i}(4 \pi \rho)^{-1 / 2}, \quad V_{i}=v_{i}-B_{i}(4 \pi \rho)^{-1 / 2}
$$

The Eqs. (78) and (79) treat $U_{i}$ and $V_{i}$ with equal symmetry. It has then been argued that it is reasonable to expect equipartition of energy between $U_{i}$ and $V_{i}$, and between the Reynolds and Maxwell stresses of $v_{i}$ and $B_{i}$, respectively. Thus in a turbulent system one expects

$$
\begin{equation*}
\left\langle B^{2} / 8 \pi\right\rangle \approx \frac{1}{2} \rho\left\langle v^{2}\right\rangle_{\text {ail eddies }} \tag{80}
\end{equation*}
$$

no matter how the turbulence is distributed (i.e., no matter whether it is isotropic or not). 22

And in any event whichever argument appears more plausible to the reader, the main point is that a seed field should grow to a finite value.

Opposing these arguments are the mathematical results of first order smoothing theory and the diffusion argument (Parker, 197223).

The results of FOST refer only to small Reynolds number ( $R \ll 1$ ), and in this limit isotropic turbulence does not regenerate a large scale magnetic field (although it may still regenerate a completely turbulent magnetic field-this problem has not yet been solved).

The diffusion argument of Parker (1972) notes that Eq. (76) implies that the magnetic field is frozen into the fluid and so it is dragged around by the turbulence. It is diffused by the chaotic, jumbling motion just as smoke diffuses in the turbulent city air. This argument assumes only that there is a largest eddy size so that magnetic fields of larger scale cannot have energy transferred to them from even larger scale eddies, for there are none.

There are several points we do not understand in the solution of the Kraichnan DIA equations. First, we do not know what the physical reason is for the fact that both the growing and decaying modes are propagating. Second, while we are guaranteed that the ensemble of turbulent systems described by the Kraichnan DIA equations is physically realizable, we are not guaranteed that it describes the ensemble system that Nature provides. ${ }^{24}$

We should, perhaps, point out that there does not appear to be a better statistical description currently available than Kraichnan's DIA equations. Accordingly they are the best that we can do at the present time.

We believe that the DIA equations represent a powerful method of handling turbulent kinematic dynamo problems. In particular, for example, it has not escaped our attention that the inclusion of turbulent velocity possessing a net helicity is a problem which can now be tackled with complete generality using the Kraichnan DIA equations. We shall discuss this problem in the next paper in this series.
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# Perturbation method for a nonlinear wave modulation. III 
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Nobuo Yajima<br>Research Institute for Applied Mechanics, Kyusyu University, Fukuoka, Japan<br>(Received 22 October 1971; revised manuscript received 3 January 1973)<br>The perturbation method for the nonlinear, slow modulation of a rapidly oscillatory plane wave, which was given in the first paper of this series for a class of systems of nonlinear partial differential equations, is now established for a general system of nonlinear integro-partial differential equations. It is shown that the system can be reduced to simpler nonlinear equations which in certain cases become the nonlinear Schrödinger equation. The reduction proceeds as in the first paper, and the result is then applied to nonlinear optics.

## 1. INTRODUCTION

Using a multiscale perturbation method, Taniuti and Washimi ${ }^{1}$ have shown that the nonlinear modulation of a quasimonochromatic whistler wave propagating in a cold plasma can be described by the nonlinear Schrödinger equation. In the first paper (I) of this series, ${ }^{2}$ it was demonstrated that the perturbation method of these authors applies to a wide class of nonlinear partial differential equations which are linearly dispersive and that in the general case the nonlinear modulation can be governed by a nonlinear equation of the Schrödinger type. Also, an intuitive, entirely different derivation of the nonlinear Schrödinger equation was given by Karpman and Krushkal ${ }^{3}$ for a quasimonochromatic dispersive wave with frequency depending on a single nonlinear parameter-the slowly varying amplitude. Furthermore, conspicuous properties of the nonlinear Schrödinger equation such as the soliton-soliton interaction were first observed numerically by Yajima and Outi, 4 and recently it was shown by Zakharov and Shabat ${ }^{5}$ that the nonlinear Schrödinger equation is solvable analytically. Hence, it may be stated that for a general set of partial differential equations of the dispersive type, the characteristic behavior of the nonlinear wave modulation can be found in the asymptotic way.

In the following sections of this paper, we shall consider a more general system of equations which are integro-differential, and it will be shown that a similar reduction to a nonlinear equation of the Schrödinger type is possible. This generalization was motivated by recent developments in nonlinear optics. For illustration, let the nonlinear Maxwell equation for the electric field vector E be given by

$$
-\left(1 / c^{2}\right)\left(n^{2}+\alpha|\mathbf{E}| 2\right) \frac{\partial^{2} \mathbf{E}}{\partial t^{2}}+\frac{\partial^{2} \mathbf{E}}{\partial x^{2}}=0
$$

where $n$ and $\alpha$ are real constants. This equation can be brought into the matrix form (I.1). [Here (I.1) denotes Eq. (1) in the first paper, I, of this series. In what follows, similar notation will be used for any equation in I.] However, in this case, the linear dispersion relation (I.4) becomes

$$
\omega^{2}-(c / n)^{2} k^{2}=0
$$

consequently, there is no dispersion and our method is not applicable. [Note that the condition (I. 4') is not valid for any $|l| \neq 1]$. Rather, the above equation should be regarded as a special case of the system of equations considered by Taniuti and Wei ${ }^{6}$ for long wavelength, and it can be reduced ${ }^{7}$ to a single nonlinear equation of the
form, $\partial \varphi / \partial \tau+\bar{\alpha} \varphi \partial \varphi / \partial \xi=0$, where $\bar{\alpha}$ is constant. (Here we note that the equation can be solved exactly by means of the method of characteristics, but because of characteristic crossing, the waves break after a finite time. ${ }^{8,9}$ ) This implies that our method in I does not apply to nonlinear optics, if (color) dispersion in the linear approximation is neglected. However, physically speaking, as waves steepen, color dispersion does become effective in preventing characteristic crossing and would allow us to describe behaviors of longer time scales. In order to take into account dispersion, we may consider coupling between the Maxwellian equations and a polarization field which is assumed to be governed by a set of differential equations. For example, Ostrovskii ${ }^{10}$ modeled the polarization field by an anharmonic oscillator coupled with the electromagnetic field. Our method in the first paper can be applied to his model and will lead to a similar result, and appropriate modifications will then enable us to apply it to more realistic models. (Also the method could be extended so as to be applicable to systems with relaxation, ${ }^{11}$ such as those involving envelope shocks ${ }^{12}$ ). However, as an alternative way to take account of the dispersion, we may introduce a general dielectric tensor which is nonlocal in the coordinate space so that the electric displacement is given as a convolution of the dielectric tensor and the electric field vector. 13 Then, the Maxwell equations become integro-differential equations. This leads us to consider a general system of integro-differential equations. In the next section, a simple model equation is considered to explain the outline of the general theory which will be developed in Sec. 3. Then the general theory is illustrated in Sec. 4 by an application to nonlinear optics.

## 2. ILLUSTRATION BY MODEL EQUATION

To begin, we first consider the following integral equation as a model equation:

$$
\begin{aligned}
& \int w\left(x_{1}, t_{1}\right) u\left(x-x_{1}, t-t_{1}\right) d x_{1} d t_{1} \\
& \quad+\int \mathbf{X}\left(x_{1}, t_{1} ; x_{2}, t_{2}\right) u\left(x-x_{1}, t-t_{1}\right) \\
& \quad \times u\left(x-x_{2}, t-t_{2}\right) d x_{1} d t_{1} d x_{2} d t_{2}=0
\end{aligned}
$$

Here $u$ is a scalar, unknown, real variable of the space and time coordinates $x$ and $t$, with the first term representing a linear response and the second a nonlinear one. Consequently, $w$ and $X$ may be regarded as a linear and a nonlinear dielectric function, respectively, and it will be assumed that $w$ and $X$ are real and fall off sufficiently rapidly as their arguments $\left|x_{1}\right|,\left|t_{1}\right|$, $\left|x_{2}\right|,\left|t_{2}\right|$ go to infinity, while the integration is carried
from $-\infty$ to $+\infty$ for each argument. For infinitesimal disturbances, we have the linear integral equation,

$$
\int w\left(x_{1}, t_{1}\right) u\left(x-x_{1}, t-t_{1}\right) d x_{1} d t_{1}=0
$$

which immediately yields the dispersion relation

$$
\tilde{w}(k, \omega)=0
$$

where $\tilde{w}$ is the Fourier transform of $w$,

$$
\int w(x, t) \exp [-i(k x-\omega t)] d x d t
$$

Corresponding to the condition (I. $4^{\prime}$ ), we assume

$$
\tilde{w}(l k, l w) \neq 0 \quad \text { for }|l| \neq 1, \quad \text { i.e., for }|l|=0,2,3, \ldots,
$$

and consider the wave modulation given by Eq. (I. 5),

$$
u=\sum_{\alpha=1} \sum_{l=-\infty}^{\infty} \epsilon^{\alpha} u_{l}^{(\alpha)}(\xi, \tau) Z_{l}
$$

Here the notation is the same as that of I, i.e., $\xi=$ $\epsilon(x-\lambda t), \tau=\epsilon^{2} t, \lambda=\partial \omega / \partial k$, and $Z_{l}$ stands for $\exp [i l(k x-\omega t)]$. Then, Taylor-expanding $u\left(x-x_{1}\right.$, $t-t_{1}$ ) with respect to the slow variables $\xi_{1}$ and $\tau_{1}$, and integrating with respect to $x_{1}$ and $t_{1}$ gives the following expression for the linear response:

$$
\begin{aligned}
& \int w\left(x_{1}, t_{1}\right) u\left(x-x_{1}, t-t_{1}\right) d x_{1} d t_{1} \\
& \quad=\sum_{\alpha} \sum_{l} \epsilon^{\alpha}\left[\tilde{w}_{l} u^{(\alpha)}-i \frac{\epsilon}{l} \frac{d \tilde{w}_{l}}{d k} \frac{\partial u_{l}^{(\alpha)}}{\partial \xi}+i \frac{\epsilon^{2}}{l} \frac{\partial \tilde{w}_{l}}{\partial \omega} \frac{\partial u_{l}^{(\alpha)}}{\partial \tau}\right. \\
& \\
& \left.\quad-\frac{1}{2} \frac{\epsilon^{2}}{l^{2}}\left(\frac{d \tilde{w}_{l}}{d k}-\frac{d^{2} \omega}{d k^{2}} \frac{\partial \tilde{w}_{l}}{\partial \omega}\right) \frac{\partial^{2} u_{l}^{(\alpha)}}{\partial \xi^{2}}+\cdots\right] Z_{l}
\end{aligned}
$$

In deriving this equation we have used the following identities and notations:

$$
\begin{aligned}
\int w\left(x_{1}, t_{1}\right) Z_{l}^{*}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}= & \tilde{w}(l k, l \omega) \equiv \tilde{w}_{l} \\
\int w\left(x_{1}, t_{1}\right) \xi_{1} Z_{l}^{*}\left(x_{1}, t_{1}\right) d x_{1} d t_{1} & =i \frac{\epsilon}{l}\left(\frac{\partial}{\partial k}+\lambda \frac{\partial}{\partial \omega}\right) \tilde{w}_{l} \\
& \equiv i \frac{\epsilon}{l} \frac{d \tilde{w}_{l}}{d k}
\end{aligned}
$$

$$
\int w\left(x_{1}, t_{1}\right) \tau_{1} Z_{l}^{*}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}=-i \frac{\epsilon^{2}}{l} \frac{\partial}{\partial \omega} \tilde{w}_{l}
$$

$$
\left.\frac{\partial \tilde{w}}{\partial \omega} \equiv \frac{\partial \tilde{w}}{\partial \omega}\right|_{\tilde{w}(k, \omega)=0}
$$

Similarly, for the nonlinear response, we have an expansion in powers of $\epsilon$, which begins with order $\epsilon^{2}$. Combining these two expansions, one sees easily that the terms to first order in $\epsilon$ yield

$$
\tilde{w}_{l} u_{l}^{(1)}=0
$$

i.e., $u_{l}^{(1)}=0$, if $|l| \neq 1$, while for $|l|=1$ the equation is satisfied automatically so that $u_{ \pm 1}{ }^{(1)}$ remains undetermined in this order. However, also in the second order, the coefficient of $Z_{ \pm 1}$ of the linear response vanishes identically because of the dispersion relation and its derivative, $d \bar{w}_{ \pm 1} / d k=0$. Since the nonlinear response in this order is given by the products of the first order terms $u_{1}^{(1)}$ and $u(1)$, it does not contain the factors $Z_{ \pm 1}$. Hence for $|l|=1$, the second order term
does not appear. However, for $|l| \neq 1$, we have equations to determine $u_{l}{ }^{(2)}$ in terms of $u_{ \pm 1}^{(1)}$, i.e.,

$$
\begin{aligned}
& u_{2}^{(2)}=-\left(\tilde{\mathrm{X}}_{11} / \tilde{w}_{2}\right) u_{1}^{(1)} u_{1}^{(1)}, \\
& u_{-2}^{(2)}=-\left(\tilde{\mathrm{X}}_{-1,-1} / \tilde{w}_{-2}\right) u_{-1}^{(1)} u_{-1}^{(1)}, \\
& u_{0}^{(2)}=-\left(2 \tilde{\mathrm{X}}_{00} / \tilde{w}_{0}\right) \mid u_{1}^{(1) \mid 2}
\end{aligned}
$$

otherwise,

$$
u_{l}^{(2)}=0,
$$

where
$\tilde{\mathrm{X}}_{l l^{\prime}} \equiv \int X\left(x_{1}, t_{1} ; x_{2}, t_{2}\right) Z_{l}^{*}\left(x_{1}, t_{1}\right) Z_{l^{\prime}}^{*}\left(x_{2}, t_{2}\right) d x_{1} d x_{2} d t_{1} d t_{2}$.
(Note that $u_{ \pm 1}^{(2)}$ and $u_{ \pm 1}^{(1)}$ are not yet determined.)
We now proceed to third order in $\epsilon$. For the coefficient of $Z_{1}$ of the linear response, it is again readily seen that the coefficients of $u_{1}^{(3)}$ and $u_{1}^{(2)}$ vanish, and we have

$$
i \frac{\partial \tilde{w}}{\partial \omega} \frac{\partial u_{1}^{(1)}}{\partial \tau}+\frac{\omega^{\prime \prime}}{2} \frac{\partial \tilde{w}}{\partial \omega} \frac{\partial^{2} u_{1}^{(1)}}{\partial \xi^{2}}
$$

while the nonlinear response yields

$$
\begin{aligned}
& \int \mathrm{X}( \left.x_{1}, t_{1} ; x_{2}, t_{2}\right)\left\{u _ { 2 } ^ { ( 2 ) } ( \xi , \tau ) u _ { - 1 } ^ { ( 1 ) } ( \xi , \tau ) \left[Z_{2}^{*}\left(x_{1}, t_{1}\right) Z_{-1}^{*}\left(x_{2}, t_{2}\right)\right.\right. \\
&\left.+Z_{2}^{*}\left(x_{2}, t_{2}\right) Z_{-1}^{*}\left(x_{1}, t_{1}\right)\right] \\
& \quad+u_{0}^{(2)}(\xi, \tau) u_{1}^{(1)}(\xi, \tau)\left[Z_{0}^{*}\left(x_{1}, t_{1}\right) Z_{1}^{*}\left(x_{2}, t_{2}\right)\right. \\
&\left.\left.\quad+Z_{0}^{*}\left(x_{2}, t_{2}\right) Z_{1}^{*}\left(x_{1}, t_{1}\right)\right]\right\} d x_{1} d t_{1} d x_{2} d t_{2} \\
&= {\left[-\left(\tilde{\mathrm{X}}_{2,-1}+\tilde{\mathrm{X}}_{-1,2}\right)\left(\tilde{\mathrm{X}}_{1,1} / \tilde{w}_{2}\right)\right.} \\
&\left.-2\left(\tilde{\mathrm{X}}_{0,1}+\tilde{\mathrm{X}}_{1,0}\right)\left(\tilde{\mathrm{X}}_{00} / \tilde{w}_{0}\right)\right]\left|u_{1}^{(1)}\right|^{2} u_{1}^{(1)} .
\end{aligned}
$$

Therefore we obtain a nonlinear equation of the Schrödinger type

$$
\left.i \frac{\partial u_{1}^{(1)}}{\partial \tau}+\frac{\omega^{\prime \prime}}{2} \frac{\partial^{2} u_{1}^{(1)}}{\partial \xi^{2}}+Q \right\rvert\, u_{1}^{(1) \mid 2} u_{1}^{(1)}=0
$$

in which $Q$ is given by

$$
\begin{aligned}
& Q=\left(\frac{\partial \tilde{w}}{\partial \omega}\right)^{-1}\left[\left(\tilde{\mathbf{X}}_{2,-1}+\tilde{\mathbf{X}}_{-1,2}\right)\left(\frac{\tilde{\mathbf{X}}_{1,1}}{\tilde{w}_{2}}\right)\right. \\
&\left.+2\left(\tilde{\mathbf{X}}_{0,1}+\tilde{\mathbf{X}}_{1,0}\right)\left(\frac{\tilde{\mathbf{X}}_{00}}{\tilde{w}_{0}}\right)\right]
\end{aligned}
$$

$Q$ is, in general, complex; however, if the linear and nonlinear dielectric functions $w$ and $X$ are even with respect to their arguments, the Fourier transforms $\tilde{w}_{l}, \bar{X}_{l, l^{\prime}}$ are real, and consequently $Q$ becomes real.

Though we have considered the quadratic nonlinear response, in nonlinear optics the nonlinear response is usually cubic and takes a slightly different convolution form,

$$
\begin{aligned}
& \int \mathbf{X}\left(x_{1}, t_{1} ; x_{2}, t_{2} ; x_{3}, t_{3}\right) u\left(x-x_{1}, t-t_{1}\right) \\
& \quad \times u\left(x-x_{1}-x_{2}, t-t_{1}-t_{2}\right) \\
& \quad \times u\left(x-x_{1}-x_{2}-x_{3}, t-t_{1}-t_{2}-t_{3}\right) \\
& \quad \times d x_{1} d x_{2} d x_{3} d t_{1} d t_{2} d t_{3}
\end{aligned}
$$

The reduction for this case is essentially similar, and if $X$ is even, $Q$ is real.

## 3. GENERAL THEORY

The extension to the system of integro-differential equations can be achieved by incorporating the derivation for the single integral equation into the method in I for the system of differential equations, and it is anticipated that reduction will yield a nonlinear equation of the same Schrödinger type. [The coefficient of the second order derivative $p$ in Eq. (I. 16) can be reduced easily to $\frac{1}{2} d^{2} \omega / d k^{2}$ by a simple, algebraic manipulation, which was first pointed out by Asano.] ${ }^{11,14}$

In the following discussion, in order to include the Maxwell equations in a dispersive medium as a special case, we shall consider the following system of equations for $n$ real unknowns $u_{1}, u_{2}, \ldots, u_{n}$,

$$
\begin{equation*}
\frac{\partial F^{\mu}}{\partial x^{\mu}}+G=0 . \tag{1}
\end{equation*}
$$

Here, the Greek superscript $\mu$ runs from 0 to 3 , the $x^{\mu}$ 's are the space-time coordinates, namely, $x^{0}$ denotes time $t$ while $x^{1}, x^{2}$, and $x^{3}$ are the space coordinates, and a dummy index will be used throughout unless otherwise stated. The $F^{\mu}$ 's are $n$-component column vectors ( $f_{i}^{\mu}, i=1,2, \ldots, n$ ) given by

$$
\begin{align*}
f_{i}^{\mu}= & \int K_{i j}^{\mu} 1\left(x_{1}\right) u_{j}\left(x-x_{1}\right)\left(d x_{1}\right)^{4} \\
& +\iint K_{i j k}^{\mu} 2\left(x_{1}, x_{2}\right) u_{j}\left(x-x_{1}\right) u_{k}\left(x-x_{1}-x_{2}\right) \\
& \times\left(d x_{1}\right)^{4}\left(d x_{2}\right)^{4}+\cdots+\int \cdots \int K_{i, j, \ldots, s}^{\mu N}\left(x_{1} \cdots x_{N}\right) \\
& \times u_{j}\left(x-x_{1}\right) \cdots u_{s}\left(x-\sum_{\nu=1}^{N} x_{\nu}\right)\left(d x_{1}\right)^{4} \cdots\left(d x_{N}\right)^{4} \tag{2}
\end{align*}
$$

Here $K^{\mu r}(r=1, \ldots N)$ is a real tensor of rank $r+1$ and its arguments $x_{1}, x_{2}, \ldots, x_{r}$ denote that $K^{\mu r}$ depends on the $r$-space-time points, $x_{1}\left(x_{1}^{\mu}\right), x_{2}\left(x_{2}^{\mu}\right), \ldots, x_{r}\left(x_{r}^{\mu}\right)$; also, $u_{j}\left(x-x_{1}-x_{2} \cdots-x_{m}\right)$ denotes that $u_{j}$ is a function of the four variables $x^{\mu}-x_{1}^{\mu}-x_{2}^{\mu}-\cdots-x_{m}^{\mu}$ ( $\mu=0,1,2,3$ ); $\left(d x_{r}\right)^{4}$ is the four-dimensional volume element $d x_{r}^{0} d x_{r}^{1} d x_{r}^{2} d x_{r}^{3}$; the domain of integration ranges from $-\infty$ to $+\infty$ for each variable; and the dummy indices $i, j, \ldots, s$, run from 1 to $n$. Equation (2) will be symbolically designated as

$$
F^{\mu}=\sum_{r=1}^{N} K^{\mu r} * U^{r}
$$

where $U$ is a column vector of the $n$ components $u_{1}, u_{2}, \ldots, u_{n}$, and $G$ is given likewise,

$$
\begin{equation*}
G=\sum_{r=1}^{N^{\prime}} M^{r} * U^{r} \tag{3}
\end{equation*}
$$

in which $M^{r}$ is a real tensor of rank $r+1$ and depends on the points $x_{1}, x_{2}, \ldots, x_{r}$. It will be assumed that all the tensors $K^{\mu r}, M^{r}$ damp out sufficiently rapidly as their arguments go to plus and minus infinity; i.e.,

$$
\int \cdots \int K^{\mu r} \cdot\left(x^{\nu}\right) p \cdot\left(d x_{1}\right)^{4} \cdots\left(d x_{r}\right)^{4} \quad(r=1,2, \ldots, N)
$$

and
$\int \cdots \int M^{r} \cdot\left(x^{\nu}\right)^{p} \cdot\left(d x_{1}\right)^{4} \cdots\left(d x_{r}\right)^{4} \quad\left(r=1,2, \ldots, N^{\prime}\right)$
are bounded for $p=0,1,2, \cdots$. Also, necessary analyticities with respect to their arguments will be assumed. We now introduce a crucial assumption for the Fourier transform of the tensors $K^{\mu}$ and $M^{1}$ :

Let $\tilde{K}_{l}^{\mu r}$ and $\tilde{M}_{l}^{r}$ be the Fourier transforms of $K^{\mu r}$ and $M^{r}$, i.e.,

$$
\begin{aligned}
& \tilde{K}_{l}^{\mu r}=\int \cdots \int K^{\mu r}\left(x_{1}, \ldots, x_{r}\right) \exp (-i l\left.\sum_{s=1}^{r} k_{s} \cdot x_{s}\right) \\
& \times\left(d x_{1}\right)^{4} \cdots\left(d x_{r}\right)^{4} \\
& \tilde{M}_{l}^{r}=\int \cdots \int M^{r}\left(x_{1}, \ldots, x_{r}\right) \exp \left(-i l \sum_{s=1}^{r} k_{s} \cdot x_{s}\right) \\
& \times\left(d x_{1}\right)^{4 \cdots\left(d x_{r}\right)^{4}}
\end{aligned}
$$

where $k_{s} \cdot x_{s}=k_{s}^{\mu} x_{s}^{\mu}$.
Define the matrix $W_{l}$ by

$$
W_{l}=i l k^{\mu} \tilde{K}_{l}^{\mu} 1+\tilde{M}_{l}^{1}
$$

Then, we assume that the equation

$$
\begin{equation*}
\operatorname{det} W_{ \pm 1}=0 \tag{4}
\end{equation*}
$$

admits at least one real root $k^{0}$ for a given set of the vectors $k\left(k^{1}, k^{2}, k^{3}\right)$; and, moreover, when (4) is valid,

$$
\begin{equation*}
\operatorname{det} W_{l} \neq 0 \quad \text { for }|l| \neq 1 \tag{5}
\end{equation*}
$$

i.e., for $l=0$ and for any integer $l$ which is not equal to $\pm 1$.

It is readily seen that Eq. (4) is the dispersion relation of the linearized system of (1), corresponding to Eq. (I. 4), while the inequality (5) corresponds to the condition (I. $4^{\prime}$ ).

Following the expansion method used in I, we consider a solution about $U=0$ :

$$
\begin{align*}
& U=\sum_{\alpha=1} \epsilon^{\alpha} U^{(\alpha)}  \tag{6a}\\
& U^{(\alpha)}=\sum_{l=-\infty}^{\infty} U_{l}^{(\alpha)}(\xi, \tau) \exp \left(i l k^{\mu} x^{\mu}\right) \tag{6b}
\end{align*}
$$

Here $\epsilon$ is a small parameter, $k^{\mu}$ is a set of the frequency and the wavenumber satisfying Eq. (4), and $\tau$ and $\xi$ are stretched coordinates introduced by

$$
\begin{align*}
& \tau=\epsilon^{2} t  \tag{7a}\\
& \xi=\epsilon \bar{k}^{\mu} x^{\mu} \tag{7b}
\end{align*}
$$

where $\bar{k}^{\mu}$ is defined as,

$$
\begin{align*}
& \bar{k}^{0}=\mathbf{k} \cdot \frac{\partial k^{0}}{\partial \mathbf{k}} \quad\left(\equiv \sum_{i=1}^{3} k_{i} \frac{\partial k^{0}}{\partial k_{i}}\right)  \tag{8a}\\
& \bar{k}^{i}=k^{i}=k_{i} \quad(i=1,2,3) \tag{8b}
\end{align*}
$$

Here we note that

$$
\begin{equation*}
\bar{k}^{\mu} x^{\mu}=\mathbf{k} \frac{\partial}{\partial \mathbf{k}}\left(k^{\mu} x^{\mu}\right) \tag{8c}
\end{equation*}
$$

Then we have

$$
\begin{array}{rl}
K^{\mu 1} & * U=\sum_{\alpha} \sum_{l} \epsilon^{\alpha} K^{\mu 1} * U_{l}^{(\alpha)} \exp (i l k \cdot x) \\
& =\sum_{\alpha=1} \sum_{i} \epsilon^{\alpha}\left\{\tilde{K}_{l}^{\mu 1}+\left[\epsilon \tilde{K}_{\xi, l}^{\mu 1} \frac{\partial}{\partial \xi}+\epsilon^{2}\left(\tilde{K}_{\tau, l}^{\mu} 1 \frac{\partial}{\partial \tau}+\tilde{K}_{\xi \xi, l}^{\mu} \frac{\partial^{2}}{\partial \xi^{2}}\right)\right.\right. \\
& \left.+\cdots] U_{l}^{(\alpha)}(\xi, \tau)\right\} \exp (i l k \cdot x) \\
& \equiv \sum_{i}\left\langle K^{\mu 1} * U\right\rangle_{l} \exp (i l k x) \tag{9}
\end{array}
$$

in which $\hat{K}_{\xi, l}^{\mu}$, etc., are given in Appendix A, and $k \cdot x$ denotes $k^{\mu} x^{\mu}$.

The reductions of other terms $K^{\mu r} * U^{r}$ go parallel; for example,

$$
\begin{align*}
& K^{\mu 2} * U^{2}=\sum_{\alpha, \beta} \sum_{l, l^{\prime}} \epsilon^{\alpha+\beta} K^{\mu 2} * U_{l}^{(\alpha)} U_{l}{ }^{(\beta)} \exp \left[i\left(l+l^{\prime}\right) k \cdot x\right] \\
& =\sum_{\alpha, \beta} \sum_{l, l^{\prime}} \epsilon^{\alpha+\beta}\left\{\tilde{K}_{l+l^{\prime} ; l^{\prime}}^{\mu 2} U_{l}^{(\alpha)} U_{l^{\prime}}{ }^{(\beta)}+\epsilon\left[\tilde { K } _ { \xi , l + l ^ { \prime } ; l ^ { \prime } } ^ { \mu } \left(\frac{\partial U_{l}^{(\alpha)}}{\partial \xi} U_{l^{\prime}}{ }^{(\beta)}\right.\right.\right. \\
& \left.\left.+U_{l}{ }^{(\alpha)} \frac{\partial U_{l}{ }^{(\beta)}}{\partial \xi}\right)+\tilde{K}_{l+l^{\prime} ;,_{l} l^{\prime}}, U_{l}^{(\alpha)} \frac{\partial U_{l}{ }^{(\beta)}}{\partial \xi}\right] \\
& +\cdots\} \exp \left[i\left(l+l^{\prime}\right) k \cdot x\right] \\
& \equiv \sum_{l, l^{\prime}}\left\langle K^{\mu} 2 * U^{2}\right\rangle_{l, l^{\prime}} \cdot \cdot \exp \left[i\left(l+l^{\prime}\right) k \cdot x\right] \tag{10}
\end{align*}
$$

in which $\tilde{K}_{l+l}^{\mu}{ }_{2}^{\prime} ; l^{\prime}$, etc. are defined in Appendix A,

$$
\begin{align*}
& \left.\times U_{l}^{(\alpha)} U_{l^{\prime}}{ }^{(\beta)} U_{l^{\prime \prime}}{ }^{(\gamma)}+\cdots\right] \exp \left[i\left(l+l^{\prime}+l^{\prime \prime}\right) k \cdot x\right] \\
& \equiv \sum_{l, l^{\prime} \cdot l^{\prime \prime}}\left\langle K^{\mu 3} * U^{3}\right\rangle_{l, l^{\prime}, l^{\prime \prime}} \exp \left[i\left(l+l^{\prime}+l^{\prime \prime}\right) k \cdot x\right], \tag{11}
\end{align*}
$$


Similarly, replacing $\tilde{K}^{\mu}{ }^{1}$, etc., by $\tilde{M}_{l}^{1}$, etc., defined in correspondence to equations in the Appendix A, we have the expression for $G$.

In view of Eqs. (9), (10), (11), etc., one can perform the differentiation with respect to $x^{\mu}$ in Eq. (1):

$$
\begin{align*}
\frac{\partial F^{\mu}}{\partial x^{\mu}}= & \sum_{l}\left(i l k^{\mu}\right)\left\langle K^{\mu 1} * U\right\rangle_{l} \exp (i l k \cdot x) \\
& +\sum_{l, l^{\prime}} i\left(l+l^{\prime}\right) k^{\mu}\left\langle K^{\mu 2} * U^{2}\right\rangle_{l l^{\prime}}, \exp \left[i\left(l+l^{\prime}\right) k \cdot x\right] \\
& +\sum_{l, l^{\prime}, l^{\prime \prime}} i\left(l+l^{\prime}+l^{\prime \prime}\right) k^{\mu}\left\langle K^{\mu 3} * U^{3}\right\rangle_{l, l^{\prime}, l^{\prime \prime}} \\
& \times \exp \left[i\left(l+l^{\prime}+l^{\prime \prime}\right) k \cdot x\right]+\cdots \\
& +\sum_{l}\left(\epsilon \bar{k}^{\mu} \frac{\partial}{\partial \xi}+\epsilon^{2} \delta_{\mu \mathrm{O}} \frac{\partial}{\partial \tau}\right) \cdot\left\langle K^{\mu 1} * U\right\rangle_{l} \cdot \exp (i l k \cdot x) \\
& +\sum_{l, l^{\prime}}\left(\epsilon \bar{k}^{\mu} \frac{\partial}{\partial \xi}+\epsilon^{2} \delta_{\mu \mathrm{O}} \frac{\partial}{\partial \tau}\right)\left\langle K^{\mu 2} * U\right\rangle_{l, l^{\prime}} \\
& \times \exp \left[i\left(l+l^{\prime}\right) k \cdot x\right]+\cdots . \tag{12}
\end{align*}
$$

Then, equating the various powers of $\epsilon$ of the same harmonics to zero, we get for $O(\epsilon)$

$$
\begin{equation*}
\left(i l k^{\mu} \tilde{K}_{l}^{\mu}+\tilde{M}_{l}^{1}\right) U_{l}^{(1)}=0 \tag{13}
\end{equation*}
$$

for $O\left(\epsilon^{2}\right)$

$$
\begin{aligned}
& \left(i l k^{\mu} \tilde{K}_{l}^{\mu} 1+\tilde{M}_{l}^{1}\right) U_{l}^{(2)}+i l k^{\mu} \tilde{K}_{\xi, l}^{\mu} 1 \frac{\partial}{\partial \xi} U_{l}^{(1)}+\bar{k}^{\mu} \frac{\partial}{\partial \xi}\left(\tilde{K}_{l}^{\mu} U_{l}^{(1)}\right) \\
& \quad+\tilde{M}_{\xi, l}^{1} \frac{\partial}{\partial \xi} U_{l}^{(1)}+\sum_{l^{\prime}}\left(i l k^{\mu} \tilde{K}_{l ; l}^{\mu},+\tilde{M}_{l: l}^{2}\right) U_{l-l^{\prime}}^{(1)} U_{l}(1)=0
\end{aligned}
$$

and for $O\left(\epsilon^{3}\right)$
$\left(i l k^{\mu} \tilde{K}_{l}^{\mu}+\tilde{M}_{l}^{1}\right) U_{l}^{(3)}+\left(i l k^{\mu} \tilde{K}_{\xi, l}^{\mu} 1+\bar{k}^{\mu} \tilde{K}_{l}^{\mu}+\tilde{M}_{\xi, l}^{1}\right) \frac{\partial}{\partial \xi} U_{l}^{(2)}$

$$
+\left[i l k^{\mu} \tilde{K}_{\tau, l}^{\mu 1} \frac{\partial}{\partial \tau}+i l k^{\mu} \tilde{K}_{E \xi, l}^{\mu} \frac{\partial^{2}}{\partial \xi^{2}}+\bar{k}^{\mu} \tilde{K}_{E, l}^{\mu, 1} \frac{\partial^{2}}{\partial \xi^{2}}+\tilde{K}_{l}^{01} \frac{\partial}{\partial \tau}\right.
$$

$$
\begin{aligned}
& \left.+\left(\tilde{M}_{\tau, l}^{1} \frac{\partial}{\partial \tau}+\tilde{M}_{\xi, \xi, l}^{1} \frac{\partial^{2}}{\partial \xi^{2}}\right)\right] U_{l}^{(1)} \\
& \left.+\sum_{l^{\prime}} i l k^{\mu} \tilde{K}_{l ; l}^{\mu 1},\left(U_{l-l}^{(2)}\right) U_{l},(1)+U_{l-l}^{(1)}, U_{l},(2)\right) \\
& +\sum_{l^{\prime}}\left[i l k^{\mu} \tilde{K}_{\xi, l ; l^{\prime}}^{\mu 2}\left(U_{l-l^{\prime}, 5}^{(1)} U_{l},(1)+U_{l-l}^{(1)}, U_{l^{\prime}, \xi}(1)\right)\right. \\
& \left.+\tilde{K}_{l ; \xi, l^{\mu},}^{\mu} U_{l-l^{\prime}}^{(1)} U_{l^{\prime}, \xi}^{(1)}\right]+\sum_{l^{\prime}} \bar{k}^{\mu} \tilde{K}_{l ; l^{\prime}}^{\mu}\left(U_{l-l^{\prime}, \xi}^{(1)} U_{l},(1)\right. \\
& \left.\left.+U_{l-l}^{(1,)} U_{l}^{\prime},{ }_{j}^{(1)}\right)+\sum_{l^{\prime}} \tilde{M}_{l ; l}^{2},\left(U_{l-l}^{(2)}\right) U_{l},(1)+U_{l-l}^{(1)} U_{l},(2)\right) \\
& +\sum_{l^{\prime}}\left[\bar{M}_{\xi, l ; l^{\prime}}^{2}\left(U_{l-l^{\prime}, \xi}^{(1)} U_{l^{\prime}},(1)+U_{l-l}^{(1)}, U_{l^{\prime}, \xi}^{(1)}\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{l^{\prime} l^{\prime \prime}} \tilde{M}_{l: l^{\prime}+l^{\prime \prime} l^{\prime \prime}} U_{l^{\left(-l^{\prime}\right.} l^{\prime \prime}}^{(1)} U_{l^{\prime}}^{\prime}{ }^{(1)} U_{l^{\prime \prime}}(1)=0 .
\end{aligned}
$$

(For $U_{l}\left(\frac{1}{\xi}\right)$ and $U_{l}\left(\frac{1}{l^{\prime}},{ }^{\prime}\right.$, , the subscript $\xi$ denotes partial differentiation.)

By means of Eqs. (4) and (5), it is readily seen that Eq. (13) for $O(\epsilon)$ results in

$$
\begin{align*}
& U_{l}^{(1)}=0 \quad \text { for }|l| \neq 1 \\
& U_{1}^{(1)}=\varphi^{(1)}(\xi, \tau) \mathbf{R} \tag{14}
\end{align*}
$$

where $\varphi^{(1)}$ is a scalar function of $\xi$ and $\tau$ to be determined later and $\mathbf{R}$ is the right eigenvector given by

$$
\begin{equation*}
W_{1} \mathbf{R}=0 \tag{15a}
\end{equation*}
$$

with its complex conjugate

$$
\begin{equation*}
W_{-1} \mathbf{R}^{*}=0 \tag{15b}
\end{equation*}
$$

The corresponding left eigenvector $L$ and $L^{*}$ introduced by

$$
\begin{gather*}
\mathbf{L} W_{1}=0  \tag{15c}\\
\mathbf{L}^{*} W_{-1}=0 \tag{15d}
\end{gather*}
$$

will also be used.
Then, substituting Eq. (14) into the equations for $O\left(\epsilon^{2}\right)$, we have, for $l=1$,
$W_{1} U_{1}^{(2)}+\left(i k^{\mu} \tilde{K}_{\xi, 1}^{\mu} 1+\bar{M}_{\xi, 1}^{1}+\bar{k}^{\mu} \tilde{K}_{1}^{\mu}\right) \mathbf{R} \frac{\partial \varphi(1)}{\partial \xi}=0$.
The second term on the left-hand side of this equation can be reduced further. That is, using Eq. (8c), we find

$$
\begin{aligned}
\mathbf{k} \frac{\partial}{\partial \mathbf{k}} W_{1}= & i \bar{k}^{\mu} \tilde{K}_{1}^{\mu 1}+i k^{\mu} \mathbf{k} \frac{\partial}{\partial \mathbf{k}} \tilde{K}_{1}^{\mu 1}+\mathbf{k} \frac{\partial}{\partial \mathbf{k}} \tilde{M}_{1}^{1} \\
= & i \bar{k}^{\mu} \tilde{K}_{1}^{\mu 1}+i k^{\mu} \int K^{\mu 1}\left(-i \bar{k} x_{1}\right) e^{-i k x_{1}} d^{4} x_{1} \\
& +\int M^{1}\left(-i \bar{k} x_{1}\right) e^{-i k^{\prime} x_{1}} d^{4} x_{1} \\
= & i\left(\bar{k}^{\mu}{\tilde{K}_{1}^{\mu 1}}_{1}+i k^{\mu} \tilde{K}_{\xi, 1}^{\mu 1}+\tilde{M}_{\xi, 1}^{1}\right)
\end{aligned}
$$

Hence Eq. (16) can be written as

$$
\begin{equation*}
i W_{1} U_{1}^{(2)}+\left(\mathbf{k} \cdot \frac{\partial}{\partial \mathbf{k}} W_{1}\right) \mathbf{R} \frac{\partial \varphi(1)}{\partial \xi}=0 \tag{17}
\end{equation*}
$$

Multiplying this equation by $L$ from left yields the compatibility condition

$$
\mathbf{L}\left(\mathbf{k} \frac{\partial}{\partial \mathbf{k}} W_{1}\right) \mathbf{R} \frac{\partial \varphi^{(1)}}{\partial \xi}=0
$$

which is satisfied automatically by means of the relation

$$
\mathbf{L}\left(\mathbf{k} \frac{\partial}{\partial \mathbf{k}} W_{1}\right) \mathbf{R}=\mathbf{L} \mathbf{k} \frac{\partial}{\partial \mathbf{k}}\left(W_{1} \mathbf{R}\right)-\mathbf{L} W_{1} \mathbf{k} \frac{\partial}{\partial \mathbf{k}} \mathbf{R}=0
$$

Since
$\left[\mathbf{k}(\partial / \partial \mathbf{k}) W_{1}\right] \mathbf{R}=\mathbf{k}(\partial / \partial \mathbf{k})\left(W_{1} \mathbf{R}\right)-W_{1} \mathbf{k}(\partial / \partial \mathbf{k}) \mathbf{R}$

$$
=-W_{1} \mathbf{k}(\partial / \partial \mathbf{k}) \mathbf{R}
$$

Eq. (17) reduces finally to

$$
W_{1}\left(U_{1}^{(2)}-\frac{1}{i} \mathbf{k} \frac{\partial}{\partial \mathbf{k}} \mathbf{R} \frac{\partial \varphi(1)}{\partial \xi}\right)=0
$$

Therefore we obtain

$$
\begin{equation*}
U_{1}^{(2)}=\varphi^{(2)} \mathbf{R}+\frac{1}{i}\left(\mathbf{k} \frac{\partial}{\partial \mathbf{k}} \mathbf{R}\right) \frac{\partial \varphi^{(1)}}{\partial \xi}, \tag{18}
\end{equation*}
$$

where $\varphi^{(2)}$ is also a scalar function of $\xi, \tau$ and will be determined in a higher order approximation.

The other equations for $O\left(\epsilon^{2}\right)$ yield $U_{l}^{(2)}(|l| \neq 1)$ in terms of $\varphi^{(1)}$.

For $l=0$, we have
$W_{0} U_{0}^{(2)}+\tilde{M}_{0 ; 1}^{2} U_{-1}^{(1)} U_{1}^{(1)}+\tilde{M}_{0 ;-1}^{2} U_{1}^{(1)} U_{-1}^{(1)}=0$,
which gives

$$
\begin{equation*}
U_{0}^{(2)}=-W_{0}^{-1}\left(\tilde{M}_{0 ; 1}^{2} \mathbf{R}^{*} \mathbf{R}+\tilde{M}_{0 ;-1}^{2} \mathbf{R R}^{*}\right) \mid \varphi_{\varphi}^{(1) \mid 2} \tag{19}
\end{equation*}
$$

For $l=2$, we get

$$
\begin{equation*}
W_{2} U_{2}^{(2)}+\left(2 i k^{\mu} \tilde{K}_{2 ; 1}^{\mu 2}+\tilde{M}_{2 ; 1}^{2}\right) U_{1}^{(1)} U_{1}^{(1)}=0 \tag{25b}
\end{equation*}
$$

i.e., $\quad U_{2}{ }^{(2)}=-W_{2}^{-1}\left(2 i k^{\mu} \tilde{K}_{2 ; 1}^{\mu}{ }^{2}+\tilde{M}_{2 ; 1}^{2}\right) \operatorname{RR} \varphi^{2}$,
where $\varphi^{(1)}$ is written as $\varphi$, and likewise for $l=-2$

$$
\begin{equation*}
U_{-2}^{(2)}=-W_{-2}^{-1}\left(-2 i k^{\mu} \tilde{K}_{-2 ;-1}^{\mu 2}+\tilde{M}_{-2 ;-1}^{2}\right) \mathbf{R}^{*} \mathbf{R}^{*} \varphi^{* 2} \tag{21}
\end{equation*}
$$

while, for $|l|>3, U_{l}^{(2) ' s ~ v a n i s h . ~}$
Introducing these results into the equation of $O\left(\epsilon^{3}\right)$ for $l=1$, we obtain

$$
\begin{align*}
& W_{1} U_{1}^{(3)}+\frac{1}{i}\left(\mathbf{k} \frac{\partial}{\partial \mathbf{k}} W_{1}\right) \frac{\partial}{\partial \xi} U_{1}^{(2)}+\left(i k^{\mu} \tilde{K}_{\tau, 1}^{\mu 1}+\tilde{K}_{1}^{01}+\tilde{M}_{\tau, 1}^{1}\right) \frac{\partial}{\partial \tau} U_{1}^{(1)} \\
& +\left(i k^{\mu} \tilde{K}_{\xi, 1}^{\mu 1}+\bar{k}^{\mu} \tilde{K}_{\xi, 1}^{\mu 1}+\tilde{M}_{\xi \xi, 1}^{1}\right) \frac{\partial^{2}}{\partial \xi^{2}} U_{1}^{(1)} \\
& +\left(i k^{\mu} \tilde{K}_{1 ; 1}^{\mu 2}+\tilde{M}_{1 ; 1}^{2}\right) U_{0}^{(2)} U_{1}^{(1)}  \tag{26a}\\
& +\left(i k^{\mu} \tilde{K}_{1 ; 0}^{\mu 2}+\tilde{M}_{1 ; 0}^{2}\right) U_{1}^{(1)} U_{0}{ }^{(2)} \\
& +\left(i k^{\mu} \tilde{K}_{1 ;-1}^{\mu}+\tilde{M}_{1 ;-1}^{2}\right) U_{2}^{(2)} U_{-1}^{(1)}  \tag{26b}\\
& +\left(i k^{\mu} \tilde{K}_{1 ; 2}^{\mu 2}+\tilde{M}_{1 ; 2}^{2}\right) U_{-1}^{(1)} U_{2}{ }^{(2)} \\
& +\sum_{l^{\prime} l^{\prime \prime}}\left(i k^{\mu} \tilde{K}_{1^{\mu} l^{\prime} ; l^{\prime \prime}}^{3}+\tilde{M}_{1 ; l^{\prime}: l^{\prime \prime}}^{3}\right) U_{1-l^{\prime}}^{1}, U_{l^{\prime}-l}^{(1)}, U_{l^{\prime \prime}}(1)=0 ; \tag{22}
\end{align*}
$$

by means of Eq. (14), the nonvanishing terms in the sum-
mation of the last term are those for $\left(l^{\prime \prime}=0, l^{\prime \prime}= \pm 1\right)$ and $\left(l^{\prime}=2, l^{\prime \prime}=1\right)$.

Multiplying Eq. (22) by L from left, we obtain the equation for $\varphi$ (see Appendix B),

$$
\begin{equation*}
i \frac{\partial \varphi}{\partial \tau}+P \frac{\partial^{2} \varphi}{\partial \xi^{2}}+Q|\varphi|^{2} \varphi=0 . \tag{23}
\end{equation*}
$$

Here, $P$ and $Q$ are given by

$$
\begin{equation*}
P=-\frac{k_{j} k_{m}}{2} \frac{\partial^{2} k^{0}}{\partial k_{j} \partial k_{m}} \tag{24a}
\end{equation*}
$$

$$
\begin{align*}
Q= & \mathbf{L}\left[\left(i k^{\mu} \tilde{K}_{1 ; 1}^{\mu} 2+\tilde{M}_{1 ; 1}^{2}\right) W_{0}^{-1}\left(\tilde{M}_{0 ; 1}^{2} \mathbf{R}^{*} \mathbf{R} \mathbf{R}+\tilde{M}_{0 ;-1}^{2} \mathbf{R R}^{*} \mathbf{R}\right)\right. \\
& +\left(i k^{\mu} \tilde{K}_{1 ; 0}^{\mu} 2+\tilde{M}_{1 ; 0}^{2}\right) \mathbf{R} W_{0}^{-1}\left(\tilde{M}_{0 ; 1}^{2} \mathbf{R}^{*} \mathbf{R}+\tilde{M}_{0 ;-1}^{2} \mathbf{R R}^{*}\right) \\
& +\left(i k^{\mu} \tilde{K}_{1 ;-1}^{\mu 2}+\tilde{M}_{1 ;-1}^{2}\right) W_{2}^{-1}\left(2 i k^{\mu} \tilde{K}_{2 ; 1}^{\mu 2}+\tilde{M}_{2 ; 1}^{2}\right) \mathbf{R} \mathbf{R R}^{*} \\
& +\left(i k^{\mu} \tilde{K}_{1 ; 2}^{\mu}+\tilde{M}_{1 ; 2}^{2}\right) \mathbf{R}^{*} W_{2}^{-1}\left(2 i k^{\mu} \tilde{K}_{2 ; 1}^{\mu 2}+\tilde{M}_{2 ; 1}^{2}\right) \mathbf{R} \mathbf{R} \\
& -\left(i k^{\mu} \tilde{K}_{1 ; 0 ; 1}^{\mu 3}+\tilde{M}_{1 ; 0 ; 1}^{3}\right) \mathbf{R} \mathbf{R}^{*} \mathbf{R} \\
& -\left(i k^{\mu} \tilde{K}_{1 ; 0 ;-1}^{\mu 3}+\tilde{M}_{1 ; 0 ;-1}^{3}\right) \mathbf{R} \mathbf{R} \mathbf{R}^{*} \\
& \left.-\left(i k^{\mu} \tilde{K}_{1 ; 2 ; 1}^{\mu}+\tilde{M}_{1 ; 2 ; 1}^{3}\right) \mathbf{R}^{*} \mathbf{R R}\right] /\left(\mathbf{L} \frac{\partial W_{1}}{\partial k^{0}} \mathbf{R}\right) \tag{24b}
\end{align*}
$$

## 4. APPLICATION TO NONLINEAR OPTICS IN LOSSLESS MEDIA

Consider the Maxwell equations in Gaussian units,

$$
\begin{align*}
& \frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}+\nabla \times \mathbf{E}=0  \tag{25a}\\
& \frac{1}{c} \frac{\partial \mathrm{D}}{\partial t}-\nabla \times \mathbf{H}=0 \tag{20}
\end{align*}
$$

and assume that the electric displacement $D$ is related to the electric field vector $E$ by the equation ${ }^{13,15}$

$$
\begin{aligned}
& D_{i}(x, t)=\int_{-\infty}^{\infty} d t_{1} \int_{-\infty}^{\infty} d \mathbf{x}_{1} \epsilon_{i j}\left(\mathbf{x}_{1}, t_{1}\right) \mathbf{E}_{j}\left(\mathbf{x}-\mathbf{x}_{1}, t-t_{1}\right) \\
& \quad+4 \pi \iint_{-\infty}^{\infty} \int_{1} d t_{1} d t_{2} d t_{3} \iiint_{-\infty}^{\infty} d \mathbf{x}_{1} d \mathbf{x}_{2} d \mathbf{x}_{3} \\
& \quad \times \mathbf{x}_{i j k l}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3} ; t_{1}, t_{2}, t_{3}\right) \\
& \quad \times E_{j}\left(\mathbf{x}-\mathbf{x}_{1}, t-t_{1}\right) E_{k}\left(\mathbf{x}-\mathbf{x}_{1}-\mathbf{x}_{2}, t-t_{1}-t_{2}\right) \\
& \quad \times E_{l}\left(\mathbf{x}-\mathbf{x}_{1}-\mathbf{x}_{2}-\mathbf{x}_{3}, t-t_{1}-t_{2}-t_{3}\right)
\end{aligned}
$$

while the magnetic inductance $B$ is related to the magnetic field vector $\mathbf{H}$ by

$$
\mathbf{B}=\mu_{0} \mathrm{H}
$$

Here, $\epsilon_{i j}(\mathbf{x}, t), \mathbf{X}_{i j k l}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3} ; t_{1}, t_{2}, t_{3}\right)$ are components of tensors, and $\mu_{0}$ is the magnetic permeability, assumed to be a scalar constant. For simplicity, we shall assume further that $\epsilon_{i j}$ is symmetric, i.e., $\epsilon_{i j}=\epsilon_{j i}$. Introducing $F^{\mu}$ by the equations

$$
F^{0}=\left(\begin{array}{c}
\left(\mu_{0} / c\right) D_{1}  \tag{27}\\
\left(\mu_{0} / c\right) D_{2} \\
\left(\mu_{0} / c\right) D_{3} \\
(1 / c) B_{1} \\
(1 / c) B_{2} \\
(1 / c) B_{3}
\end{array}\right), \quad F^{1}=\left(\begin{array}{c}
0 \\
B_{3} \\
-B_{2} \\
0 \\
-E_{3} \\
E_{2}
\end{array}\right), \quad F^{2}=\left(\begin{array}{c}
-B_{3} \\
0 \\
B_{1} \\
E_{3} \\
0 \\
-E_{1}
\end{array}\right), \quad F_{3}=\left(\begin{array}{c}
B_{2} \\
-B_{1} \\
0 \\
-E_{2} \\
E_{1} \\
0
\end{array}\right)
$$

one can rewrite Eqs. (25) in the form of Eq. (1) (with $G=0$ ),

$$
\begin{equation*}
\frac{\partial}{\partial x^{\mu}} F^{\mu}=0 . \tag{28}
\end{equation*}
$$

The equations

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \mathbf{D}=\boldsymbol{\nabla} \cdot \mathbf{B}=\mathbf{0} \tag{25c}
\end{equation*}
$$

are imposed as the subsidiary conditions: It is easy to prove that they perpetuate if they are valid initially.

Let the column vector $U$ be given by

$$
U=\left(\begin{array}{c}
u_{1}  \tag{29}\\
u_{2} \\
\cdot \\
\cdot \\
u_{6}
\end{array}\right)=\left(\begin{array}{c}
E_{1} \\
E_{2} \\
E_{3} \\
B_{1} \\
B_{2} \\
B_{3}
\end{array}\right) .
$$

Then the tensors $K^{\mu r}$ 's introduced by Eq. (2) take the forms

$$
W_{1}=i\left(\begin{array}{cccc}
\mu_{0} \tilde{\epsilon}_{1}^{d} k^{0} / c & 0 & 0 & 0 \\
0 & \mu_{0} \tilde{\epsilon}_{1}^{d} k^{0} / c & 0 & -k_{3} \\
0 & 0 & \mu_{0} \tilde{\epsilon}_{1}^{d} k^{0} / c & k_{2} \\
0 & -k_{3} & k_{2} & k^{0} / c \\
k_{3} & 0 & -k_{1} & 0 \\
-k_{2} & k_{1} & 0 & 0
\end{array}\right.
$$

where $\tilde{\epsilon}_{1}^{d}=\int \epsilon^{d} \exp (i k x)(d x)^{4}$, and

$$
\operatorname{det} W_{1}=-\left(\frac{\mu_{0} \tilde{\epsilon}_{1}^{d}}{c^{2}}\left(k^{0}\right)^{2}-\mathbf{k}^{2}\right)^{2} \frac{\mu_{0} \bar{\epsilon}_{1}^{d}}{c^{2}}\left(k^{0}\right)^{2}
$$

Consequently, $\operatorname{det} W_{1}=0$ yields

$$
\begin{equation*}
\left(\mu_{0} \tilde{\epsilon}_{1}^{d} / c^{2}\right)\left(k^{0}\right)^{2}=k^{2} . \tag{34}
\end{equation*}
$$

Isotropy implies that $\tilde{\epsilon}_{1}^{d}$ depend $\mathbf{k}^{2}$ and $k^{0}$. In particular, without temporal dispersion, $\tilde{\epsilon}_{1}^{d}$ is a function of $|\mathbf{k}|$ only; hence in this case Eq. (34) can be solved explicitly to give

$$
\begin{equation*}
\left(k^{0}\right)^{2}=\mathbf{k}^{2} c^{2} /\left[\mu_{0} \tilde{\epsilon}_{1}^{d}(|\mathbf{k}|)\right] . \tag{34́}
\end{equation*}
$$

$$
\begin{aligned}
& K_{i j}^{01}(x)=\left(\begin{array}{c|c}
\left(\mu_{0} / c\right) \epsilon_{i j}(x) & 0 \\
\hline 0 & \delta(x) / c
\end{array}\right), \\
& K_{i j}^{21}(x)=\left(\begin{array}{rrrrr} 
& & & 0 & 0 \\
& 0 & & -1 \\
& & & 0 & 0 \\
& 1 & 0 & 0 \\
0 & 0 & 1 & & \\
0 & 0 & 0 & & 0
\end{array}\right) \delta(x),
\end{aligned}
$$



$$
\begin{align*}
K_{i j k}^{\mu}{ }^{3} & =\left(4 \pi \mu_{0} / c\right) \mathbf{X}_{i j k l} & & \text { for } \mu=0,1 \leq i, j, k, l \leq 3,  \tag{30}\\
& =0 & & \text { otherwise, } \tag{31}
\end{align*}
$$

whereas if $r$ is not equal to 1 or 3 , the $K^{\mu r}$ 's vanish,

$$
K^{\mu r}=0 \quad \text { for } r \neq 1, r \neq 3 .
$$

Because of the symmetry of $\epsilon_{i j}$, we have

$$
K_{i j}^{\mu 1}=K_{j i}^{\mu} .
$$

Hereafter, we consider an isotropic medium so that

$$
\begin{equation*}
\epsilon_{i j}=\epsilon^{d} \delta_{i j}, \quad \epsilon^{d}\left(x_{1}, t_{1}\right)=\epsilon^{d}\left(-x_{1},-t_{1}\right) . \tag{32}
\end{equation*}
$$

Then $W_{1}=i k^{\mu} \tilde{K}_{1}{ }^{1}$ is represented by

| $k_{3}$ | $-k_{2}$ |
| :---: | :---: |
| 0 | $k_{1}$ |
| $-k_{1}$ | 0 |
| 0 | 0 |
| $k_{0} / c$ | 0 |
| 0 | $k^{0} / c$ |

In the remainder of this section, a lossless isotropic medium will be considered, and the temporal dispersion may not be neglected. Then, without loss of generality we may assume that $\tilde{\epsilon}_{1}^{d}>0$ so that Eq. (34) gives at least one real $k^{0}$ for any real $\mathbf{k}$, and in addition that $\tilde{\boldsymbol{\epsilon}}_{\dot{1}}^{d}$ is not constant but depends on $\mathbf{k}$ and $k 0$ to ensure the condition

$$
\operatorname{det} W_{l} \neq 0 \quad \text { for }|l| \geq 2
$$

(In this regard, linear dispersion is essential for the application of our method of solution.)

Since $G$, and consequently $M^{\mu r}$, vanish identically, $W_{0}$ also vanishes identically; hence the condition (5), $\operatorname{det} W_{l} \neq 0$, is violated for $l=0$. (As will be seen later,
however, this causes no trouble because of the cubic nonlinearity, $K^{\mu 2}=0$ ). In an isotropic medium, we may assume without loss of generality that $k_{1}=k_{2}=0$; hereafter, for simplicity, we put $|\mathbf{k}|=k_{3}>0$. Then, the eigenvectors for the eigenmode (34) can be obtained easily. As is shown in Eq. (33'), the state is doubly degenerate, and there exist two linearly independent eigenvectors,
$\mathbf{R}_{1}=\left(\begin{array}{c}k_{3} \\ 0 \\ 0 \\ 0 \\ -\mu_{0} \tilde{\epsilon}_{1}^{d} k^{0} / c \\ 0\end{array}\right), \quad \mathbf{R}_{2}=\left(\begin{array}{c}0 \\ k_{3} \\ 0 \\ \mu_{0} \tilde{\epsilon}_{1}^{d} k^{0} / c \\ 0 \\ 0\end{array}\right)$.
Since $W_{1}$ is symmetric, the corresponding left eigenvectors are given by

$$
\mathbf{L}_{1}=\mathbf{R}_{1}^{T}, \quad \mathbf{L}_{2}=\mathbf{R}_{2}^{T}
$$

where the superscript $T$ of $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$ designate the transpose. \{Note that the degeneracy corresponds to that of $\left[\mu_{0} \tilde{\epsilon}_{1}^{d} k^{0^{2}} / c^{2}-k^{2}\right]^{2}$ in Eq. (33') and does not correspond to that of Eq. (34), which is in general a transcendental equation for $k^{0}$ and may admit an infinite number of roots. Physically, it represents the sense of polarization.\}

From (35) and (35'), we have
$\left(\mathbf{L}_{1} \cdot \mathbf{R}_{1}\right)=\left(\mathbf{L}_{2} \cdot \mathbf{R}_{2}\right)=k_{3}^{2}+\left(\mu_{0}^{2} \tilde{\epsilon}_{1}^{2} / c^{2}\right) k^{0^{2}}=\left(1+\mu_{0} \tilde{\epsilon}_{1}^{d}\right) k_{3}^{2}$,
$\left(\mathbf{L}_{1} \cdot \mathbf{R}_{2}\right)=\left(\mathbf{L}_{2} \cdot \mathbf{R}_{\mathbf{1}}\right)=0$,
and
$\left(\mathbf{L}_{1} \frac{\partial W_{1}}{\partial k^{0}} \mathbf{R}_{1}\right)=\left(\mathbf{L}_{2} \frac{\partial W_{1}}{\partial k^{0}} \mathbf{R}_{2}\right)=i \frac{\mu_{0} \tilde{\epsilon}_{1}^{d}}{c}\left(2+\frac{k^{0}}{\widetilde{\epsilon}_{1}^{d}} \frac{\partial \widetilde{\epsilon}_{1}^{d}}{\partial k^{0}}\right) k$,
in which $\partial W_{1} / \partial k^{0}$ is partial differentiation with $k_{3}$ kept constant.

We now evaluate the nonlinear effect. Since an isotropic medium is being considered, it is consistent to assume for $X_{i j k l}$ that

$$
\begin{align*}
& \tilde{\mathbf{x}}_{i j k l}\left(l_{1}, l_{2}, l_{3}\right) \\
& \quad=\overline{\mathbf{X}}_{0}\left(l_{1}, l_{2}, l_{3}\right)\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{k j}\right) \tag{38}
\end{align*}
$$

$$
(1 \leq i, j, k, l \leq 3)
$$

Then noting that $\mathbf{R}^{*}=\mathbf{R}$, and omitting the subscripts of $L$ and $R$, one has

$$
\begin{align*}
& \mathbf{L}\left(i k^{\mu} \tilde{K}_{1 ; 0 ; 1}^{\mu 3} \mathbf{R} \mathbf{R}^{*} \mathbf{R}+i k^{\mu} \tilde{K}_{1 ; 0 ;-1}^{\mu 3} \mathbf{R} \mathbf{R R}^{*}+i k^{\mu} \tilde{K}_{1 ; 2 ; 1}^{\mu} \mathbf{R}^{*} \mathbf{R} \mathbf{R}\right) \\
& \quad=12 \pi i k^{0}\left(\mu_{0} / c\right)\left[\tilde{\mathbf{X}}_{0}(1,0,1)+\tilde{\mathbf{X}}_{0}(1,0,-1)\right. \\
& \left.\quad+\tilde{\mathrm{X}}_{0}(1,2,1)\right]\left(L^{\prime} R^{\prime}\right)^{2} \tag{39}
\end{align*}
$$

in which $L^{\prime}$ and $R^{\prime}$ are defined by the equations,

$$
\begin{align*}
& \left(\mathbf{L}^{\prime}\right)_{i}=\left\{\begin{array}{ll}
(\mathbf{L})_{i} & 1 \leq i \leq 3 \\
0 & 4 \leq i \leq 6
\end{array},\right. \\
& \left(\mathbf{R}^{\prime}\right)_{i}= \begin{cases}(R)_{i} & 1 \leq i \leq 3 \\
0 & 4 \leq i \leq 6\end{cases}
\end{align*}
$$

consequently from Eqs. (35), (35') it follows that

$$
\mathbf{L}^{\prime} \cdot \mathbf{R}^{\prime}=k_{3}^{2}
$$

Using Eqs. (37), (38), (39), and (39"), we have

$$
\mathbf{L}\left(i k^{\mu} \tilde{K}_{1 ; 0,1}^{\mu} \mathbf{R R}^{*} \mathbf{R}+i \boldsymbol{k}^{\mu} \tilde{K}_{1 ; 0,-1}^{\mu 3} \mathbf{R} \mathbf{R R}^{*}\right.
$$

$$
\begin{align*}
& \left.+i k^{\mu} \tilde{K}_{1 ; 2 ; 1}^{\mu 3} \mathbf{R}^{*} \mathbf{R R}\right) /\left(\mathrm{L} \frac{\partial W_{1}}{\partial k^{0}} \mathbf{R}\right) \\
= & \frac{12 \pi}{\tilde{\epsilon}_{1}^{d}} \frac{k^{0} k_{3}^{2}}{\left(2+k^{0}\left(\partial \tilde{\epsilon}_{1}^{d} / \partial k^{0}\right) \tilde{\epsilon}_{1}^{d}\right)}\left[\tilde{\mathbf{X}}_{0}\right] . \tag{40}
\end{align*}
$$

where $\left[\bar{X}_{\rho}\right]$ stands for $\tilde{\mathrm{X}}_{0}(1,0,1)+\tilde{\mathrm{X}}_{0}(1,0,-1)+$ $\widetilde{X}_{0}(1,2,1)$. On the other hand, by means of the cubic nonlinearity, the $K^{\mu 2}$ vanish and hence, in Eq. (24a), the terms containing $W_{0}^{-1}$ and $W_{2}^{-1}$ also vanish. (We thus find that $\operatorname{det} W_{0}=0$ does not cause trouble.) Therefore, it is readily seen that $Q$ is given by Eq. (40), and we obtain

$$
\begin{array}{r}
i \frac{\partial \varphi}{\partial \tau}-\frac{k_{3}^{2}}{2} \frac{\partial^{2} k^{0}}{\partial k_{3}^{2}} \frac{\partial^{2} \varphi}{\partial \xi^{2}}-\frac{12 \pi}{\tilde{\epsilon}_{1}^{d}} \frac{k^{0} k_{3}^{2}}{\left(2+k^{0}\left(\partial \tilde{\epsilon}_{1}^{d} / \partial k^{0}\right) \tilde{\epsilon}_{1}^{d}\right)} \\
 \tag{41}\\
\times\left[\tilde{\mathbf{x}}_{0}\right]|\varphi|^{2} \varphi=0
\end{array}
$$

If the temporal dispersion and the dispersion in the nonlinear polarization are neglected (i.e., $\left[\tilde{\mathbf{X}}_{0}\right]=3 \mathrm{X}$ ), Eq. (41) reduces to

$$
i \frac{\partial \psi}{\partial \tau}+\frac{1}{2} \frac{\partial^{2} \omega}{\partial k^{2}} \frac{\partial^{2} \psi}{\partial \bar{\xi}^{2}}+\left(18 \pi \frac{\omega}{\bar{\epsilon}}\right) \mathbf{X}|\psi|^{2} \psi=0
$$

in which $k_{3}, k^{0}, \tilde{\epsilon}_{1}^{d}$ are denoted by $k,-\omega, \tilde{\epsilon}$, respectively, and $k_{3} \varphi=E_{1}^{(1)}$ by $\psi$, while $\xi$ denotes $\epsilon\left[x_{3}-(\partial \omega / \partial k) t\right]$. Equation ( $41^{\prime}$ ) is identical with that derived by Karpman's ${ }^{3}$ method, in which the dispersion relation is given by

$$
\omega^{2}\left(\tilde{\epsilon}+36 \pi \mathbf{X}|\psi|^{2}\right)-\left(c^{2} k^{2} / \mu_{0}\right)=0
$$

Here we note that under the condition $\left|W_{0}\right| \equiv 0$, even if the nonlinear Schrödinger equation is derived as above without ambiguity, special considerations are required to determine $U_{0}^{(\alpha)}$. Since we are considering the nonlinear modulation of the wave $U_{1}^{(1)} e^{i k x}+$ complex conjugate, $U_{0}{ }^{(1)}$ may be equated to zero as a physical requirement. In order to determine $U_{0}{ }^{(2)}$, we must use the equation of third order for $l=0$, which, in this case, becomes

$$
\begin{equation*}
\bar{k}^{\mu} \tilde{K}_{0}^{\mu 1} \frac{\partial U_{0}^{(2)}}{\partial \xi}=0 \tag{42}
\end{equation*}
$$

and hence yields

$$
\frac{\partial U_{0}^{(2)}}{\partial \xi}=0
$$

provided that det $\left|\vec{k}^{\mu} \tilde{K}_{0}^{\mu} 1\right|$ does not vanish,

$$
\left[\mu_{0} \bar{\epsilon}_{0}^{d}\left(\bar{k}^{0} / c\right)^{2}-\mathbf{k}^{2}\right] \mu_{0} \tilde{\epsilon}_{0}^{d}\left(\bar{k}^{0} / c\right)^{2} \neq 0
$$

that is,

$$
\begin{equation*}
\bar{\epsilon}_{0}^{d} \neq 0 \quad \text { and } \quad \bar{k}^{0^{2}} \neq c^{2} k^{2} / \mu_{0} \tilde{\epsilon}_{0}^{d} \tag{43}
\end{equation*}
$$

Consequently, when the condition (43) is valid and $U_{0}{ }^{(2)}$ vanishes at a boundary, say $x \rightarrow \infty$, Eq. (42') gives $U_{0}^{(2)}=$

0 for all time. In higher orders, the equation of the order of $\epsilon^{\alpha+1}$ for $l=0$ will allow us to determine $U_{0}^{(\alpha)}$.

It may be of interest to note that the latter condition of (43) implies that if $(d \omega / d k)^{2}-c^{2} / \mu_{0} \tilde{\epsilon}_{0}^{d} \approx O(\epsilon)$, we might encounter a different case in which a slow (d.c.) mode coexists with the carrier wave.

We also remark that the coefficient $Q$ of the nonlinear term of Eq. (41) becomes infinite if $2+k^{0}\left(\partial \widetilde{\epsilon}_{1}^{d} / \partial k^{0}\right) / \tilde{\epsilon}_{1}^{d}=0$, namely, that if there exists a wavenumber $k$ which makes $2+\omega\left(\partial \tilde{\epsilon}_{1}^{d} / \partial \omega\right) / \tilde{\epsilon}_{1}^{d} \approx O(\epsilon)$, the present asymptotic expansion is not valid at this wavenumber and a markedly different solution may be expected. [Note that this singularity corresponds to $\mathbf{L}_{\mathbf{\prime}}\left(\partial W_{1} / \partial k^{0}\right) \mathbf{R}=0$ ].

Finally, we mention that if $K^{\mu}{ }^{2}$ does not vanish, in other words, if a quadratic nonlinear polarization exists, $Q$ depends on $U_{0}^{(2)}$. [Note that the terms with $W_{0}^{-1}$ in Eq. (24b) must be given in terms of $U_{0}{ }^{(2)}$.] On the other hand, $U_{0}(2)$ is determined by an equation corresponding to Eq. (44) which, however, contains extra terms dependent on $K^{\mu 2}$. Therefore, in general, we shall have to consider a coupled system of equations for $\varphi, \varphi^{*}$, and $U_{0}{ }^{(2)}$.

APPENDIX A: DERIVATION OF EQS. (9), (10), AND (11)

$$
\begin{array}{rl}
K^{\mu 1} * & U=\sum_{\alpha} \sum_{l} \epsilon^{\alpha} K^{\mu}{ }^{1} U_{l}^{(\alpha)} \exp (i l k \cdot x) \\
= & \sum_{\alpha} \sum_{l} \epsilon^{\alpha} \int K^{\mu 1}\left(x_{1}\right) U_{l}^{(\alpha)}\left(\tau-\tau_{1}, \xi-\xi_{1}\right) \\
& \exp \left[i l k \cdot\left(x-x_{1}\right)\right]\left(d x_{1}\right)^{4}=\sum_{\alpha} \sum_{l} \epsilon^{\alpha} \int K^{\mu} 1\left(x_{1}\right) \\
& \times\left[U_{l}^{(\alpha)}(\tau, \xi)-\tau_{1} \frac{\partial U_{l}^{(\alpha)}(\tau, \xi)}{\partial \tau}-\xi_{1} \frac{\partial U_{l}^{(\alpha)}}{\partial \xi}\right. \\
& +\frac{1}{2!}\left(\frac{\partial^{2} U_{l}^{(\alpha)}}{\partial \tau^{2}} \tau_{1}^{2}+2 \frac{\partial^{2} U_{l}^{(\alpha)}}{\partial \xi^{\prime} \tau} \tau_{1} \xi_{1}+\frac{\partial^{2} U_{l}^{(\alpha)}}{\partial \xi^{2}} \xi_{1}^{2}\right) \\
& \left.+\cdots+\frac{(-1)^{m}}{m!}\left(\frac{\partial}{\partial \tau} \tau_{1}+\frac{\partial}{\partial \xi} \xi_{1}\right)^{m} U_{l}^{(\alpha)}(\tau, \xi)+\cdots\right] \\
& \times \exp \left[i l k\left(x-x_{1}\right)\right]\left(d x_{1}\right)^{4} \\
= & \sum_{\alpha} \sum_{l} \epsilon^{\alpha} \int K^{\mu 1}\left(x_{1}\right)\left[1+\left(\epsilon^{2}\left(-t_{1}\right) \frac{\partial}{\partial \tau}+\epsilon\left(-\bar{k}^{\nu} x_{1}^{\nu}\right) \frac{\partial}{\partial \xi}\right)\right. \\
& \left.+\frac{1}{2}\left(\epsilon^{4} t_{1}^{2} \frac{\partial^{2}}{\partial \tau^{2}}+2 \epsilon^{3} t_{1}\left(\bar{k}^{\nu} x_{1}^{\nu}\right) \frac{\partial^{2}}{\partial \xi \partial \tau}+\epsilon^{2}\left(\bar{k}^{\nu} x_{1}^{\nu}\right)^{2} \frac{\partial^{2}}{\partial \xi^{2}}\right)+\cdots\right]
\end{array}
$$

$$
\times U_{l}^{(\alpha)}(\xi, \tau) \exp \left[i l k \cdot\left(x-x_{1}\right)\right]\left(d x_{1}\right)^{4}
$$

$$
=\sum_{\alpha=1} \sum_{l} \epsilon^{\alpha}\left\{\tilde{K}_{l}^{\mu} 1+\left[\epsilon \tilde{K}_{\xi, l}^{\mu 1} \frac{\partial}{\partial \xi}+\epsilon^{2}\left(\tilde{K}_{\tau, l}^{\mu}+K_{\xi \xi, l}^{\mu} \frac{\partial^{2}}{\partial \xi^{2}}\right)\right]\right.
$$

$$
+\cdots\} U_{l}^{(\alpha)}(\xi, \tau) \exp (i l k \cdot x)
$$

where $\tilde{K}_{E, l}^{\mu}$, etc. are defined by
$\tilde{K}_{\xi, l}^{\mu} 1=\int\left(-\bar{k} x_{1}\right) K^{\mu 1} \exp \left(-i l k \cdot x_{1}\right)\left(d x_{1}\right)^{4}$,
$\tilde{K}_{E E, l}^{\mu} \frac{1}{l}=\frac{1}{2!} \int\left(\bar{k} x_{1}\right)^{2} K^{\mu 1} \exp \left(-i l k \cdot x_{1}\right)\left(d x_{1}\right)^{4}$,
$\tilde{K}_{\tau, l}^{\mu} l^{1}=\int\left(-t_{1}\right) K^{\mu 1} \exp \left(-i l k \cdot x_{1}\right)\left(d x_{1}\right)^{4}$,
$\tilde{K}_{\tau \xi, \eta}^{\mu}, \frac{1}{2}=\int t_{1}\left(\bar{k}^{\nu} x_{1}^{\nu}\right) K^{\mu 1} \exp \left(-i l k \cdot x_{1}\right)\left(d x_{1}\right)^{4}$.

Similar calculations yield Eqs. (10) and (11) with

$$
\begin{aligned}
& \tilde{K}_{l+l^{\prime}: l^{\prime}}^{\mu}= \iint K^{\mu 2}\left(x_{1}, x_{2}\right) \\
& \times \exp \left[-i\left(l+l^{\prime}\right) k \cdot x_{1}-i l^{\prime} k \cdot x_{2}\right]\left(d x_{1}\right)^{4}\left(d x_{2}\right)^{4} \\
& \tilde{K}_{\xi, l^{\prime} l^{\prime} ; l^{\prime}}^{\mu 2}= \iint\left(-\bar{k} x_{1}\right) K^{\mu 2}\left(x_{1}, x_{2}\right) \\
& \times \exp \left[-i\left(l+l^{\prime}\right) k \cdot x_{1}-i l^{\prime} k \cdot x_{2}\right]\left(d x_{1}\right)^{4}\left(d x_{2}\right)^{4} \\
& \tilde{K}_{l+l^{\prime} ; \xi_{,}, l^{\prime}}^{\mu 2}= \iint\left(-\vec{k} x_{2}\right) K^{\mu 2}\left(x_{1}, x_{2}\right) \\
& \times \exp \left[-i\left(l+l^{\prime}\right) k \cdot x_{1}-i l^{\prime} k \cdot x_{2}\right]\left(d x_{1}\right)^{4}\left(d x_{2}\right)^{4} \cdots \\
& \tilde{K}_{l^{\prime}+l^{\prime}+l^{\prime \prime}: l^{\prime}+l^{\prime \prime} ; l^{\prime \prime}}^{\mu}=\iiint K^{\mu 3}\left(x_{1}, x_{2}, x_{3}\right) \\
& \quad \times \exp \left\{-i\left[\left(l+l^{\prime}+l^{\prime \prime}\right) k \cdot x_{1}\right.\right. \\
&\left.\left.\quad+\left(l^{\prime}+l^{\prime \prime}\right) k \cdot x_{2}+l^{\prime \prime} k \cdot x_{3}\right]\right\}\left(d x_{1}\right)^{4}\left(d x_{2}\right)^{4}\left(d x_{3}\right)^{4}
\end{aligned}
$$

## APPENDIX B: DERIVATION OF EQS. (23), (24a), AND (24b)

Noting that

$$
\begin{aligned}
& \tilde{K}_{\tau, l}^{\mu}=-i \frac{\partial}{\partial k^{0}} \tilde{K}_{1}^{\mu} \\
& \tilde{M}_{\tau, 1}^{1}=-i \frac{\partial}{\partial k^{0}} \tilde{M}_{1}^{1} \\
& \tilde{K}_{1}^{01}=-i\left(\frac{\partial}{\partial k^{0}} i k^{\mu}\right) \tilde{K}_{1}^{\mu}
\end{aligned}
$$

one can rewrite the coefficient of $\partial U_{1}{ }^{(1)} / \partial \tau$ in Eq. (22) as follows:

$$
\begin{aligned}
& i k^{\mu} \tilde{K}_{\tau, 1}^{\mu 1}+\tilde{K}_{1}^{01}+\tilde{M}_{\tau, 1}^{1}=-i \frac{\partial}{\partial k^{0}}\left(i k^{\mu} \tilde{K}_{1}^{\mu} 1+\tilde{M}_{1}^{1}\right) \\
& \quad=-i \frac{\partial}{\partial k^{0}} W_{1}
\end{aligned}
$$

where $\partial / \partial k^{0}$ is differentiation keeping $\mathbf{k}$ constant. Similarly, using the relations
$\tilde{K}_{\xi \xi_{, 1}^{\mu}}^{\mu}=\frac{1}{2}\left(-k_{j} k_{m} \frac{\partial^{2}}{\partial k_{j} \partial k_{m}}+k_{j} k_{m} \frac{\partial^{2} k^{0}}{\partial k_{j} \partial k_{m}} \frac{\partial}{\partial k^{0}}\right) \tilde{K}_{1}^{\mu}{ }^{1}$,
$\tilde{M}_{\xi \xi_{, 1}}^{1}=\frac{1}{2}\left(-k_{j} k_{m} \frac{\partial^{2}}{\partial k_{j} \partial k_{m}}+k_{j} k_{m} \frac{\partial^{2} k^{0}}{\partial k_{j} \partial k_{m}} \cdot \frac{\partial}{\partial k^{0}}\right) \tilde{M}_{1}^{1}$,
$\bar{k}^{\mu} \tilde{K}_{\xi, 1}^{\mu}=-i k_{j} k_{m}\left(\frac{\partial}{\partial k_{j}} k^{\mu}\right) \frac{\partial}{\partial k_{m}} \tilde{K}_{1}^{\mu}$,
we find that the coefficient of $\partial^{2} U_{1}^{(1)} / \partial \xi^{2}$ can be rewritten as

$$
\begin{aligned}
& \left(i k^{\mu} \tilde{K}_{\xi \xi, 1}^{\mu, 1}+\bar{k}^{\mu} \bar{K}_{\xi, 1}^{\mu, 1}+\tilde{M}_{\xi \xi, 1}^{1}\right)= \\
& \quad-\frac{1}{2} k_{j} k_{m} \frac{\partial^{2}}{\partial k_{j} \partial k_{m}} W_{1}+\frac{1}{2} k_{j} k_{m} \frac{\partial^{2} k^{0}}{\partial k_{j} \partial k_{m}} \frac{\partial}{\partial k^{0}} W_{1}
\end{aligned}
$$

Multiplying Eq. (22) by $L$ from left and using the relations

$$
\begin{aligned}
\frac{1}{2} \mathrm{~L} k_{j} k_{m}\left(\frac{\partial^{2}}{\partial k_{j} \partial k_{m}}\right) W_{1} \mathbf{R}= & \frac{1}{2} k_{j} k_{m}\left[\mathbf{L} \frac{\partial}{\partial k_{j}}\left(\frac{\partial W_{1}}{\partial k_{m}} \mathbf{R}\right)\right. \\
& \left.-\mathbf{L} \frac{\partial W_{1}}{\partial k_{m}} \frac{\partial \mathbf{R}}{\partial k_{j}}\right]
\end{aligned}
$$

$$
\begin{aligned}
= & \frac{1}{2} k_{j} k_{m}\left[\frac{\partial}{\partial k_{j}}\left(\mathbf{L} \frac{\partial W_{1}}{\partial k_{m}} \mathbf{R}\right)\right. \\
& \left.-\frac{\partial \mathbf{L}}{\partial k_{j}} \frac{\partial W_{1}}{\partial k_{m}} \mathbf{R}-\mathbf{L} \frac{\partial W_{1}}{\partial k_{m}} \frac{\partial \mathbf{R}}{\partial k_{j}}\right] \\
= & \frac{1}{2} k_{j} k_{m}\left(-\frac{\partial \mathbf{L}}{\partial k_{j}} \frac{\partial}{\partial k_{m}}\left(W_{1} \mathbf{R}\right)\right. \\
& +\frac{\partial \mathbf{L}}{\partial k_{j}} W_{1} \frac{\partial \mathbf{R}}{\partial k_{m}} \\
& \left.-\frac{\partial}{\partial k_{m}}\left(\mathbf{L} W_{1}\right) \frac{\partial \mathbf{R}}{\partial k_{j}}+\frac{\partial \mathbf{L}}{\partial k_{m}} W_{1} \frac{\partial \mathbf{R}}{\partial k_{j}}\right) \\
= & \mathbf{k} \frac{\partial \mathbf{L}}{\partial \mathbf{k}} \cdot W_{1} \cdot \mathbf{k} \frac{\partial \mathbf{R}}{\partial \mathbf{k}}, \\
= & -\mathbf{L} \mathbf{k} \frac{\partial}{\partial \mathbf{k}} W_{1} \cdot \mathbf{k} \frac{\partial}{\partial \mathbf{k}} \mathbf{R},
\end{aligned}
$$

we can obtain Eqs. (23) and (24).
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Two kinds of modified Lippmann-Schwinger equations are derived for the case of long-range potentials. The equations of the first kind are homogeneous and are a direct result of the fact that the standard Lippmann-Schwinger equations do not hold when long-range forces are present. The equations of the second kind depend on the existence of an operator $Z$ such that $W_{ \pm}=\mathrm{s}$-lim $\exp (i H t) Z \exp \left(-i H_{0} t\right)$. A general recipe for constructing $Z$ is given and its computation is carried through for the case of asymptotically Coulombic potentials. The resulting equations are used to compare the long-range theory with the theory with a space cutoff (i.e., screened potential) in the limit in which that cutoff is being removed.

## 1. INTRODUCTION

When two particles are interacting via long-range potentials, such as the Coulomb potential or potentials decreasing at infinity slower than the Coulomb potential, the "strong" wave operators of time-dependent theory

$$
\begin{equation*}
W_{ \pm}^{(s)}=\underset{t \rightarrow \pm \infty}{s-\lim _{n}} \exp (i H t) \exp \left(-i H_{0} t\right) \tag{1.1}
\end{equation*}
$$

do not exist. It has been recently observed ${ }^{1-4}$ that a time-dependent scattering theory can be formulated if based on a more general definition of wave operators, namely the "renormalized" wave operators

$$
\begin{equation*}
W(\underset{ \pm}{r})=\underset{t \rightarrow+\infty}{\operatorname{s-lim}} \exp (i H t) \exp \left[-i G\left(H_{0} ; t\right)\right] \exp \left(-i H_{0} t\right) \tag{1.2}
\end{equation*}
$$

for adequate choices of the self-adjoint function $G\left(H_{0} ; t\right)$. The introduction of $W^{(r)}$ (r) (1.2) can be physically justified ${ }^{4}$ by showing that the asymptotic conditions

$$
\begin{align*}
\lim _{t \rightarrow \infty} & \mid\left\langle\exp \left(-i H_{0} t\right) \Psi \mid A \exp \left(-i H_{0} t\right) \Psi\right\rangle \\
& -\langle\exp (-i H t) W(\underset{ \pm}{(r) \Psi} \mid A \exp (-i H t) W(\underset{ \pm}{(r) \Psi\rangle} \mid=0
\end{align*}
$$

are satisfied for each bounded observable $A$.
Stationary scattering theory for short range potentials can be based ${ }^{5}$ on the expression (1.1) which leads to the following time-independent representations for the strong wave operators:

$$
\begin{align*}
W(s)=s-\lim _{t \rightarrow+0} \int_{-\infty}^{+\infty} & \frac{ \pm i \epsilon}{H-\lambda^{\prime} \pm i \epsilon} d_{\lambda}, E_{\lambda}^{H_{0}} \\
& =\mathrm{s}-\lim _{\epsilon \rightarrow+0} \int_{-\infty}^{+\infty} d_{\lambda} E_{\lambda}^{H} \frac{ \pm i \epsilon}{\lambda-H_{0} \pm i \epsilon} \tag{1.4}
\end{align*}
$$

where $E_{\lambda}^{H_{0}}$, and $E_{\lambda}^{H}$ are the spectral functions of $H_{0}$ and $H$, respectively. The above representations of the strong wave operators in terms of strong limits of the above Riemann-Stieltjes integrals ${ }^{5-6}$ allows one to derive Hilbert-space versions of the Lippmann-Schwinger equations and $T$ operator ${ }^{5}$ :

$$
\begin{equation*}
\Psi_{ \pm}=\Psi+\underset{\epsilon \rightarrow+0}{\mathbf{s}-\lim _{\epsilon \rightarrow 0}} \int_{-\infty}^{+\infty} \frac{1}{\lambda-H_{0} \pm i \epsilon}\left(\lambda-H_{0}\right) d_{\lambda} E_{\lambda}^{H} \Psi_{ \pm} \tag{1.5}
\end{equation*}
$$

$T=\frac{1}{\pi} \operatorname{sil}_{\epsilon \rightarrow+0} \int_{-\infty}^{+\infty} d_{\lambda^{\prime}} E_{\lambda^{\prime}}^{H_{0}}\left(\left(H-\lambda^{\prime}\right) \frac{\epsilon}{\left(H-\lambda^{\prime}\right)^{2}+\epsilon^{2}}\right) W(\underline{s})$
where $\Psi_{ \pm}=W\left(\begin{array}{c}(s) \\ \pm\end{array} \Psi_{\text {. }}\right.$
The stationary scattering theory outlined above can be generalized ${ }^{7}$ to include long-range potentials by basing the theory on the expressions (1.2) for the renormalized wave operators. The expressions for the renor-
malized wave operator and $T$ operator take the following form:

$$
\begin{align*}
& W_{ \pm}^{(r)}=\underset{\epsilon \rightarrow+0}{s-\lim _{t}} \int_{-\infty}^{+\infty} \Lambda\left(H, \lambda^{\prime}, \pm \epsilon\right) d_{\lambda}, E_{\lambda^{\prime}}^{H_{0}},  \tag{1.7}\\
& T=\underset{\epsilon \rightarrow+0}{s-\lim _{m}} \frac{1}{2 \pi i} \int_{-\infty}^{+\infty} d_{\lambda^{\prime}} E_{\lambda^{\prime}}^{H_{0}}\left[\Lambda^{*}\left(H, \lambda^{\prime},-\epsilon\right)\right. \\
& \left.-\Lambda^{*}\left(H, \lambda^{\prime},+\epsilon\right)\right] W^{(r)}, \tag{1.8}
\end{align*}
$$

where $\Lambda\left(\lambda, \lambda^{\prime}, \pm \epsilon\right)$ is defined by the following integral:

$$
\begin{equation*}
\Lambda\left(\lambda, \lambda^{\prime}, \pm \epsilon\right)= \pm \epsilon \int_{0}^{ \pm \infty} \exp \left[i\left(\lambda-\lambda^{\prime}\right) t-i G\left(\lambda^{\prime} ; t\right) \mp \epsilon t\right] d t . \tag{1.9}
\end{equation*}
$$

Due to the complicated structure of (1.9) the derivation of Lippmann-Schwinger equations and the explicit taking of the limit $\epsilon \rightarrow+0$ for the above $T$ operator expressed in terms of eigenfunctions of $H_{0}$ (which would lead to expressions for the $T$ matrix) is a very difficult undertaking. It is instead convenient to introduce (Sec.3) time-independent operators $Z_{ \pm}^{\Delta}$ for which $W\left(\underset{ \pm}{(r)} E^{H_{0}}(\Delta)\right.$ can be written as

$$
\begin{equation*}
W_{ \pm}^{(r)} E^{H_{0}}(\Delta)=\underset{t \rightarrow \infty}{\operatorname{s-lim}} \exp (i H t) Z_{ \pm}^{\Delta} \exp \left(-i H_{0} t\right) \tag{1.10}
\end{equation*}
$$

for any $\Delta$ which is a compact subset of the spectrum $\sigma_{0}$ of $H_{0}$.

A general procedure for the construction of the operators $Z_{ \pm}^{\Delta}$ is given in Sec. 3. It is convenient to use twoHilbert space theory in order to derive Hilbert space versions of the Lippmann-Schwinger equations and $T$ operator involving the operators $Z_{ \pm}^{\Delta}$. Existence and boundedness of $Z_{ \pm}^{\Delta}$ is proven for the case of asymptotically Coulombic potentials (i.e., potentials which are the sum of the Coulomb potential and a short-range potential) in Sec. 4.

In Sec. 2 another version of the Lippmann-Schwinger equations is derived. These equations are independent of the operators $Z_{ \pm}^{\triangle}$ and are valid for potentials which behave asymptotically as $r^{-\kappa}, \frac{1}{2}<\kappa \leq 1$ and whose renormalized, wave operators $W_{( }^{(r)}$ are complete. Since they do not contain explicitly inhomogeneous terms related to the plane waves, they are not computationally suitable for calculating distorted waves for long-range potentials. However, these equations turn out to be extremely useful in understanding the long-range theory as a limit of a theory with a space cutoff.
In Sec. 5 we compare the equations for distorted waves for a Coulomb potential (obtained in Sec.4) with the corresponding equations for the same potential with a space cut-off. This enables us to study the behaviour of the cutoff theory in the limit when the cutoff is being
removed. We arrive at conclusions which partially confirm earlier findings pertaining to the pure Coulomb case $V(\mathbf{r})=c r^{-1}$. However, these results also explicitly display the limitations of any method for long-range potentials based on solving the problem for the shortrange case obtained by introducing a cutoff, and then removing that cutoff. It turns out that such a procedure is suitable off the energy shell but it can be misleading on the energy shell. This is due to the fact that on the energy shell the leading terms obtained in the modified Lippmann-Schwinger equations off the energy shell become zero by virtue of the equations derived in Sec.2. In particular, we conclude that the distorted waves for long-range potentials cannot be obtained by first removing the cut-off and eliminating a "renormalization" factor while working off the energy shell with the standard Lippmann-Schwinger equations, and afterwards making the transition to the energy shell.

## 2. HOMOGENEOUS MODIFIED LIPPMANN-

 SCHWINGER EQUATIONS FOR DISTORTED WAVESIn this section we derive a set of integral equations satisfied by distorted waves for scattering in longrange potentials. The equations do not contain the operators $Z_{ \pm}^{\Delta}$ appearing in (1.10) and are quite distinct from the equations for distorted waves obtained by taking (1.10) as a starting point. The procedure used in deriving the equations is a direct extension of the approach taken for the case of short-range potentials. Essential use is made of the fact that for long-range potentials we have

$$
\underset{t \rightarrow \pm \infty}{\mathrm{w}-\lim _{t}} \exp (i H t) \exp \left(-i H_{0} t\right)=0
$$

This fact has been first established by Dollard ${ }^{8}$ for the Coulomb potential. The resulting equations

$$
\begin{equation*}
\Psi_{ \pm}=\underset{\epsilon \rightarrow+0}{\mathrm{w}-\lim _{\epsilon \rightarrow}} \int_{-\infty}^{+\infty} \frac{1}{\lambda-H_{0} \mp i \epsilon} V d E_{\lambda}^{H} \Psi_{ \pm} \tag{2.1}
\end{equation*}
$$

correspond to Hilbert space versions of the LippmannSchwinger equations for distorted waves, derived for the Coulomb potential by West ${ }^{9}$ (who used a different procedure).

The following two lemmas are required:
Lemma 2.1: Suppose the wave operators

$$
\begin{equation*}
W \underset{ \pm}{(r)}=\underset{t \rightarrow \pm \infty}{\operatorname{s-lim}} \exp (i H t) \exp \left\{-i\left[H_{0} t+G\left(H_{0} ; t\right)\right]\right\} \tag{2,2}
\end{equation*}
$$

exist on the Hilbert space $\mathfrak{H}$ and are complete, where $G\left(H_{0} ; t\right)$ satisfies

$$
\begin{equation*}
\underset{t \rightarrow \pm \infty}{\mathrm{w}-\lim _{t \rightarrow \infty}} \exp \left[i G\left(H_{0} ; t\right)\right]=0 \tag{2.3}
\end{equation*}
$$

and $H_{0}$ has an absolutely continuous spectrum. Then we have

$$
\begin{equation*}
\underset{t \rightarrow \pm \infty}{\mathrm{w}-\lim _{t i m}} \exp (i H t) \exp \left(-i H_{0} t\right)=0 \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \underset{\epsilon \rightarrow+0}{\mathrm{w}-\lim \int_{-\infty}^{+\infty}} \frac{\mp i \epsilon}{\lambda-H_{0}+i \epsilon} d_{\lambda} E_{\lambda}^{H} \\
&=\underset{\epsilon \rightarrow+0}{\mathrm{w}-\lim _{\epsilon} \int_{-\infty}^{+\infty} \frac{ \pm i \epsilon}{H-\lambda \pm i \epsilon} d_{\lambda} E_{\lambda}^{H_{0}}=0 .} . \tag{2.5}
\end{align*}
$$

If $D_{H}=D_{H_{0}}$ and $V=H-H_{0}$, then

$$
\begin{equation*}
\Phi=\underset{\epsilon \rightarrow+0}{\mathrm{w}-\lim _{\epsilon \rightarrow+}} \int_{-\infty}^{+\infty} \frac{1}{\lambda-H_{0} \mp i \epsilon} V d_{\lambda} E_{\lambda}^{H} \Phi \tag{2,6}
\end{equation*}
$$

for all $\Phi \in \mathscr{L}_{H}$ and
for all $\Psi \in \mathscr{D}_{H_{0}}$.
Proof: We first prove that

$$
\lim _{t \rightarrow \pm \infty}\left\langle g \mid \exp (i H t) \exp \left(-i H_{0} t\right) f\right\rangle=0 \quad \text { for every } g \in \mathscr{K}
$$

If $g$ is a bound state, i,e., $H g=-\eta g$, we have
$\left\langle g \mid \exp (i H t) \exp \left(-i H_{0} t\right) f\right\rangle=\exp (-i \eta t)\left\langle g \mid \exp \left(-i H_{0} t\right) f\right\rangle$.
Since the spectrum $\sigma_{0}$ of $H_{0}$ is absolutely continuous,

$$
\left\langle g \mid \exp \left(-i H_{0} t\right) f\right\rangle=\int_{\sigma_{0}} \exp (-i \lambda t) \frac{d\left\langle g \mid E_{\lambda}^{H_{0}} f\right\rangle}{d \lambda} d \lambda
$$

The above expression converges to zero as $t \rightarrow \pm \infty$ by the Riemann-Lebesgue lemma.
If $g$ is not a bound state we have

$$
\begin{aligned}
& \left|\left\langle g \mid\left\{\exp (i H t) \exp \left(-i H_{0} t\right)-W(\underset{ \pm}{r}) \exp \left[i G\left(H_{0} ; t\right)\right]\right\} f\right\rangle\right| \\
& =\mid\left\langle\left\{\exp \left(i H_{0} t\right) \exp \left[i G\left(H_{0} ; t\right)\right] \exp (-i H t)\right.\right. \\
& -W \underset{ \pm}{(r)} *\} g\left|\exp \left[i G\left(H_{0} ; t\right)\right] f\right\rangle \mid \\
& \leq \|\left\{\exp \left(i H_{0} t\right) \exp \left[i G\left(H_{0}, t\right)\right] \exp (-i H t)\right. \\
& -W \underset{ \pm}{(r) *\}} \boldsymbol{g}\| \| f \|,
\end{aligned}
$$

with the last expression going to zero as $t \rightarrow \pm \propto$ due to the completeness of $W \underset{ \pm}{r}$. Thus

$$
\begin{aligned}
& \lim _{t \rightarrow \pm \infty}\left\langle g \mid \exp (i H t) \exp \left(-i H_{0} t\right) f\right\rangle \\
&=\lim _{t \rightarrow \pm \infty}\left\langle g \mid \underset{ \pm}{W(r)} \exp \left[i G\left(H_{0} ; t\right)\right] f\right\rangle=0
\end{aligned}
$$

by (2.3) and therefore (2.4) is true.
We note that for any two self-adjoint operators $H_{0}$ and $H$ we have ${ }^{5}$

$$
\begin{array}{r}
\left(\int_{-\infty}^{+\infty} \frac{\mp i \epsilon}{\lambda-H_{0}^{\mp} i \epsilon} d_{\lambda} E_{\lambda}^{H}\right)^{*}=\int_{-\infty}^{+\infty} \frac{ \pm i \epsilon}{H-\lambda \pm i \epsilon} d_{\lambda} E_{\lambda}^{H_{0}} \\
= \pm \epsilon \int_{0}^{ \pm \infty} \exp ([\mp \epsilon+i H] t) \exp \left(-i H_{0} t\right) d t
\end{array}
$$

Now if (2.4) is true then (cf. Ref. 5, p. 437)

Thus (2.5) is verified. To prove (2.6) we use the following identity
$\int_{-\infty}^{+\infty} \frac{\lambda-H_{0}}{\lambda-H_{0} \mp i \epsilon} d_{\lambda} E_{\lambda}^{H}+\int_{-\infty}^{+\infty} \frac{\mp i \epsilon}{\lambda-H_{0} \mp i \epsilon} d_{\lambda} E_{\lambda}^{H}=1$,
the result following from (2.5) and the following relation (cf. Ref. 10, Lemma 2.1)

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{\lambda}{\lambda-H_{0}^{\mp i \epsilon}} d_{\lambda} E_{\lambda}^{H}=\int_{-\infty}^{+\infty} \frac{1}{\lambda-H_{0} \mp i \epsilon} H d_{\lambda} E_{\lambda}^{H} \tag{2.8}
\end{equation*}
$$

The validity of (2.7) follows from the symmetric roles played in (2.5) by the operators $H$ and $H_{0}$.

In order to apply Lemma 2.1 we must first examine under what conditions (2.3) is true.

Lemma 2.2: Let $H$ have an absolutely continuous spectrum and suppose $-G(\lambda ; t)=g_{1}(\lambda)+f_{1}(\lambda) f_{2}(t)$, where $\lim _{t \rightarrow+\infty} f_{2}(t)=\infty$ and $g_{1}(\lambda)$ is real. Also assume $u=f_{1}(\lambda)$ is such that $\lambda=f_{1}^{-1}(u)$ and $d f_{1}(\lambda) / d \lambda$ exist almost everywhere on the set $\sigma=f_{1}((-\infty,+\infty))$. Then (2.3) is true.

Proof: We consider the following expression for $f, g \in \mathbb{K}$

$$
\left\langle f \mid \exp \left[-i G\left(H_{0} ; t\right)\right] g\right\rangle
$$

$$
=\int_{-\infty}^{+\infty} \exp \left[i f_{1}(\lambda) f_{2}(t)\right] \exp \left[i g_{1}(\lambda)\right] \frac{d\left\langle f \mid E_{\lambda}^{H_{0}} g\right\rangle}{d \lambda} d \lambda \text {. (2.9) }
$$

By performing the substitution of variables $u=f_{1}(\lambda)$ and denoting $\phi(\lambda)=d\left\langle f \mid E_{\lambda}^{H_{0}} g\right\rangle / d \lambda$, we obtain

$$
\begin{align*}
\int_{\sigma} \exp \left[i u f_{2}(t)\right] & \exp \left\{i g_{1}\left[f_{1}^{-1}(u)\right]\right\} \\
& \times \phi\left[f_{1}^{-1}(u)\right]\left(\left.\frac{d f_{1}(\lambda)}{d \lambda}\right|_{\lambda=f_{1}^{-1}(u)}\right)^{-1} d u . \tag{2.10}
\end{align*}
$$

Now since the above integrand is an element of $L^{1}(\sigma)$ we obtain (2.3) from (2.10) by an application of the RiemannLebesgue lemma.

Thus whenever $G\left(H_{0} ; t\right)$ satisfies the requirements of Lemma 2.2 we conclude that (2.6) is true provided $W_{ \pm}^{(r)}$ are complete and $\mathscr{D}_{H}=\mathscr{D}_{H_{0}}$. In particular, for $\Phi=\Psi_{ \pm}=$ $W^{(r)} \Psi$, where $\Psi_{ \pm}$are the interacting states having the free state $\Psi$ as an incoming or outgoing asymptotic state, respectively, the following integral equations are valid

$$
\begin{align*}
& \Psi_{+}=\underset{\epsilon \rightarrow+0}{w-\lim _{\epsilon}} \int_{-\infty}^{+\infty} \frac{1}{\lambda-H_{0} \pm i \epsilon} V d E_{\lambda}^{H} \Psi_{+}, \\
& \Psi_{-}=\underset{\epsilon \rightarrow+0}{w-\lim _{\epsilon} \int_{-\infty}^{+\infty} \frac{1}{\lambda-H_{0} \pm i \epsilon} V d E_{\lambda}^{H} \Psi_{-},} \tag{2.11}
\end{align*}
$$

They represent one alternative set of integral equations which for long-range potentials can be considered to replace (1.5).

We can verify explicitly from the renormalization term that (2.11) holds for a certain class of asymptotically Coulombic potentials. For Coulomb-like potentials the renormalization term takes the form ${ }^{11,12}$
$G(\lambda ; t)= \pm\left\{\frac{q_{0}}{\sqrt{\lambda}} \log (4 \lambda)+\frac{q_{0}}{\sqrt{\lambda}} \log |t|\right\}, \quad q_{0}=\left(\frac{m}{2}\right)^{1 / 2} e_{1} e_{2}$
where the positive and negative sign are valid for $t>0$ and $t<0$, respectively. Then we can make the following substitution in Lemma 2.2:

$$
\begin{aligned}
& f_{1}(\lambda)= \pm \frac{1}{\sqrt{\lambda}}, \quad f_{2}(t)=q_{0} \log |t| \\
& g_{1}(\lambda)= \pm \frac{q_{0}}{\sqrt{\lambda}} \log (4 \lambda) .
\end{aligned}
$$

Thus, in order to have (2.11) hold for Coulomb-like potential we require the wave operators $W^{(r)}$ to be complete. A recent study ${ }^{13}$ establishes completeness for a large class of asymptotically Coulombic potentials.

For potentials which decrease asymptotically as $r^{-k}$ the renormalization term is known ${ }^{1,14}$ for all $\frac{1}{2}<k \leq 1$. It can easily be shown that Lemma 2.2 holds for such potentials. Thus if the renormalized wave operators are complete the interacting state satisfies Eqs. (2.11).

We note that (2.11) are the Hilbert space analogs of the integral equations
$\phi_{\cdot \mathbf{k}}^{+}(\mathbf{r}) \equiv-\lim _{\epsilon \rightarrow+0} \int_{\mathbb{Q}^{3}} G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \frac{k^{2}}{2 m} \pm i \epsilon\right) V\left(\mathbf{r}^{\prime}\right) \phi_{\mathbf{k}}^{\dagger}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}$
$G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)=\frac{m}{2 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \exp \left(i \sqrt{2 m \zeta}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right), \quad \operatorname{Im} \sqrt{\zeta}>0$,
with similar equations holding for $\phi_{\mathbf{k}}^{-}(\mathbf{r})$, where the above square root is chosen with positive imaginary part and the limit for $\epsilon \rightarrow+0$ exists at least in the weak sense of distributions. For the Coulomb case $V_{c}(\mathbf{r})=\sqrt{2} / m \times$ $q_{0}|\mathbf{r}|^{-1}$ the above equations become the equations derived by West [cf. Ref.9, Eq. (44)].
To rigorously derive equations of the form (2.13) from (2.11) we have to resort to some specification of eigenfunction expansions for $H_{0}$ and $H$. The most general formulation ${ }^{15}$ can be achieved by equipping $\mathcal{H}$ with spaces of positive and negative norm. However, in potential scattering eigenfunction expansions of the operator $H_{0}$ can be introduced directly ${ }^{5}$ as functions $\phi_{\gamma}(\beta)$ of the variables $\beta, \gamma \in \mathbb{R}^{l}$ which correspond to the complete sets $\mathbb{B}$ and $\mathbb{C}$ of observables (such as position and momentum observables for spinless particles) if $H_{0}$ can be expressed as a function of one of these two sets, say $\mathfrak{C}$ [i.e., $\left(H_{0} \Psi\right)(\gamma)=h(\gamma) \Psi(\gamma)$ for any $\Psi \in \mathscr{D}_{H_{0}}$ ] in the spectral representation space ${ }^{5} L_{\mu}^{2}\left(\mathcal{R}^{l}\right)$ of $\mathbb{C}$. The precise mathematical statements embodying these assumptions lie in the request that $h(\gamma)$ be Borel measurable and that for any Borel set $\Delta \subset \mathcal{Q}^{l}$ and for any $f(\beta)$ in the spectral representation space $L_{\nu}^{2}\left(\Omega^{l}\right)$ of $Q$

$$
\begin{align*}
& {\left[E^{H_{0}}(\Delta) f\right](\beta)=\text { 1.i.m. } \int_{h^{-1}(\Delta)} \phi_{\gamma}(\beta) \tilde{f}(\gamma) d \mu(\gamma)}  \tag{2.15}\\
& \tilde{f}(\gamma)=1 . \mathrm{i} . \mathrm{m} . \int_{\Omega^{l}} \overline{\phi_{\gamma}(\beta)} f(\beta) d \nu(\beta) \tag{2.16}
\end{align*}
$$

If we assume that $\phi_{\gamma}^{ \pm}$, $(\beta)$ are the eigenfunction expansions of $H$, then for $f$ in the ranges of $W(\underset{t}{r})$ we have

$$
\begin{equation*}
\left[E^{H}(\Delta) f\right](\beta)=\text { l.i.m. } \int_{h^{-1}(\Delta)} \phi_{\gamma}^{ \pm}(\beta) \tilde{f}(\gamma) d \mu(\gamma) \tag{2.17}
\end{equation*}
$$

Combining (2.11) with (2.17), we get as a consequence of the definition of weak Riemann-Stieltjes integrals (cf.Ref.5, p.472, Lemma 4.1)

$$
\begin{align*}
\int_{-\infty}^{+\infty} & d_{\lambda}\left\langle g \left\lvert\, \frac{1}{\lambda-H_{0} \mp i \epsilon} V E_{\lambda}^{H W(r)} f\right.\right\rangle \\
& =\int_{Q^{l}} d \nu(\beta) \overline{g(\beta)} \int_{Q^{l}}\left(\beta\left|\frac{1}{h(\gamma)-H_{0} \mp i \epsilon} V\right| \beta^{\prime}\right) \\
& \times \int_{Q^{l}} \phi_{\gamma}^{+}\left(\beta^{\prime}\right) f(\gamma) d \mu(\gamma) . \tag{2.18}
\end{align*}
$$

If we restrict ourselves to functions $g(\beta)$ and $\bar{f}(\gamma)$ with supports of finite $\nu$ and $\mu$ measure, respectively, and assume that $\left|\phi_{j}^{+}\left(\beta^{\prime}\right)\right| \leq$ constant and that $(\beta \mid[1 /(h(\gamma)-$ $\left.\left.H_{0} \mp i \epsilon\right)\right] V \mid \beta^{\prime}$ ) is $\nu$-integrable in $\beta^{\prime}$, we can use Tonelli's and Fubini's theorems ${ }^{5}$ to state that as a consequence of (2.11), (2.15), and (2.18)

$$
\begin{align*}
& \int d \nu(\beta) \overline{g(\beta)} \int d \mu(\gamma) \phi_{\gamma}^{+}(\beta) \tilde{f}(\gamma) \\
& \quad=\lim _{\epsilon \rightarrow+0} \int_{Q^{l}} d \nu(\beta) \overline{g(\beta)} \int_{Q^{l}} d \mu(\gamma) \tilde{f}(\gamma) \\
& \quad \times \int_{Q^{l}}\left(\beta\left|\frac{1}{h(\gamma)-H_{0} \mp i \epsilon} V\right| \beta^{\prime}\right) \phi_{\gamma}^{+}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right) . \tag{2.19}
\end{align*}
$$

If, in addition, we assume

$$
\lim _{\epsilon \rightarrow+0} \int_{Q^{i}}\left(\beta\left|\frac{1}{h(\gamma)-H_{0} \mp i \epsilon} V\right| \beta^{\prime}\right) \phi_{\gamma}^{+}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right)
$$

exists and
$|\overline{g(\beta)}||f(\gamma)|\left|\int_{Q^{l}}\left(\beta\left|\frac{1}{h(\gamma)-H_{0} \mp i \epsilon} V\right| \beta^{\prime}\right) \phi_{\dot{\gamma}}^{+}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right)\right|$ is bounded by an element of $L^{1}\left(\mu \times \nu, \mathbb{R}^{2 l}\right)$ independent of $\epsilon$, we conclude by the Lebesgue dominated convergence theorem
$\phi_{\gamma}^{+}(\beta)=\lim _{\epsilon \rightarrow+0} \int_{\sigma^{l}}\left(\beta\left|\frac{1}{h(\alpha)-H_{0} \mp i \epsilon} V\right| \beta^{\prime}\right) \phi_{\gamma}^{+}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right)$
for $\nu$-almost all $\beta \in \mathcal{R}^{l}$ and $\mu$-almost all $\gamma \in Q^{l}$. However, in general we can expect that (2.20) holds only in the sense of the preceding Eq. (2.19), i.e., only after a smearing in $\beta$ or $\gamma$ or both is carried out (cf. Sec. 5). We obtain (2.13) by specializing (2.20) to the potential scattering case where $\beta=\mathbf{r}, \gamma=\mathbf{k}$, and $h(k)=k^{2} / 2 m$.

It should be emphasized that the solution of (2.13) is not unique since both the outgoing and incoming distorted waves satisfy exactly the same equations. We note that a very important implication of (2.20) is that the ordinary Lippmann-Schwinger equations

$$
\begin{align*}
& \phi_{\gamma}^{ \pm}(\beta)=\phi_{\gamma}(\beta) \\
& \quad+\lim _{\epsilon \rightarrow 0} \int_{R^{l}}\left(\beta\left|\frac{1}{h(\alpha)-H_{0} \pm i \epsilon} V\right| \beta^{\prime}\right) \phi_{\gamma}^{ \pm}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right) \tag{2.21}
\end{align*}
$$

cannot hold in the case of long-range potentials. That would lead to the self-contradictory conclusion that the free wave $\phi_{\gamma}(\beta)$ is identically equal to zero.

## 3. THE CONSTRUCTION OF $Z_{ \pm}^{\triangle}$ FOR LONG-RANGE INTERACTIONS

The existence of operators $Z \Delta$ for which (1.10) is satisfied has been established in Ref. 16 for $s$-level two-body scattering with spherically symmetric potential $V(r)$ for which $\left|\left(d^{\kappa} / d r^{\kappa}\right) V(r)\right| \leq c|1+r|^{-\epsilon-\kappa}$ for some $\epsilon>0$ and $\kappa=0,1,2$. The method of proof is analytic and not applicable to larger classes of longrange potentials, including those which are asymptotically Coulombic, but locally nonspherically symmetric and without outstanding smoothness properties. In this section we present a procedure which is applicable to such cases.

To formulate a general procedure for constructing the operators $Z \Delta$ when $G\left(H_{0} ; t\right)$ is given, it is convenient to introduce an auxiliary set of observables $\left\{A_{1}, \ldots, A_{n}\right\}$ which are independent of $H_{0}$ but which together with $H_{0}$ form a complete set. 5 Then one can work in the spectral representation space ${ }^{5} L_{\mu_{0}}^{2}\left(Q^{n+1}\right)$ of $\left\{H_{0}, A_{1}, \ldots, A_{n}\right\}$ in which $H_{0}, A_{1}, \ldots, A_{n}$ are represented by
$\left(H_{0}^{\prime} \psi\right)(\lambda, \alpha)=\lambda \psi(\lambda, \alpha), \quad \mathcal{D}_{H_{0}}=\left[\left.\psi\left|\int \lambda^{2}\right| \psi(\lambda, \alpha)\right|^{2} d \mu_{0}<\infty\right]$, $\left(A^{\prime} \psi\right)(\lambda, \alpha)=\alpha_{j} \psi(\lambda, \alpha), \quad \alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{R}^{n}$.

If we further assume that the spectrum of $H_{0}$ is absoIutely continuous (as is always the case in potential scattering), then $\mu_{0}=\mu_{1} \times \mu$, where Radon-Nikodym derivative $d \mu_{1}(\lambda) / d \lambda$ of $\mu_{1}$ exists. Hence if $\mathcal{L}^{2}$ denotes the space $L^{2}\left(\mathscr{R}^{n+1}, d \lambda d \mu\right)$ of functions $\psi(\lambda, \alpha)$ square integrable with respect to the Cartesian product of the Lebesgue measure on $Q^{1}$ with the measure $\mu$ on $Q^{n}$, we can choose $\mathcal{L}^{2}\left(\sigma_{0}\right)=P_{o_{0}} \mathcal{L}^{2}$ as a spectral representation space for $\left\{H_{0}, A_{1}, \ldots, A_{n}\right\}$ in which (3.1) holds, where

$$
\begin{equation*}
\left(P_{\Delta} \psi\right)(\lambda, \alpha)=X_{\Delta}(\lambda) \psi(\lambda, \alpha), \quad \psi \in \mathscr{L}^{2} \tag{3.2}
\end{equation*}
$$

$x_{\Delta}(\lambda)$ being the characteristic function of the set $\Delta$, which in the present case is the spectrum $\sigma_{0}$ of $H_{0}$.

According to the theory of Fourier-Plancherel transforms, the mapping which takes $\psi \in \mathcal{L}^{2}$ into

$$
\begin{equation*}
\hat{\psi}(t, \alpha)=(2 \pi)^{-1 / 2} \text { l.i.m. } \int_{-\infty}^{+\infty} \exp (i \lambda t) \psi(\lambda, \alpha) d \lambda \tag{3.3}
\end{equation*}
$$

is a unitary operator on $\mathcal{L}^{2}$. If we set $G(\lambda, t)=0$ for $\lambda \notin \sigma_{0}$ at any $t \in G^{1}$, the operators $Z_{ \pm}$can be introduced as

$$
\begin{equation*}
Z_{ \pm}=P_{o_{0}} Z_{ \pm}^{\prime} \tag{3.4}
\end{equation*}
$$

where, if the following limit in the mean exists, we have

$$
\begin{align*}
\left(Z_{ \pm}^{\prime} \psi\right)(\lambda, \alpha) & = \pm(2 \pi)^{-1 / 2} \\
& \times \text { l.i.m. } \int_{0}^{ \pm \infty} \exp [-i \lambda t-i G(\lambda ; t)] \hat{\psi}(t, \alpha) d t \tag{3.5}
\end{align*}
$$

It is clear that the above operators $Z_{ \pm}^{\prime}$ are not going to be bounded or even densely defined in $\mathscr{L}^{2}$ for arbitrary choices of $G(\lambda ; t)$ [such as $G(\lambda ; t)=-\lambda t$ ]. In fact, we shall see that $Z_{ \pm}^{\prime}$ is not bounded even for $G(\lambda ; t)$ chosen in Sec. 4 to satisfy the existence requirements of particular renormalized wave operators such as those for asymptotically Coulombic potentials. Now, boundedness is desirable if we want to apply the formulas of twoHilbert space theory ${ }^{10}$ to the present case. Hence the following operators are introduced: $Z \Delta=E^{H_{0}}(\Delta) Z_{ \pm} E^{H_{0}}(\Delta)$, where $\Delta$ is a compact subset of $\sigma_{0}$. The boundedness of this operator can be investigated for each particular class of potentials.

A study of the boundedness of $Z_{ \pm}^{\Delta}$ can be based on the following representation of $Z_{ \pm}$,

$$
\begin{equation*}
\left(Z_{ \pm} \psi\right)(\lambda, \alpha)=\lim _{\epsilon \rightarrow+0} \int_{-\infty}^{+\infty} Z_{ \pm \epsilon}\left(\lambda, \lambda^{\prime}\right) \psi\left(\lambda^{\prime}, \alpha\right) d \lambda^{\prime} \tag{3.6}
\end{equation*}
$$

valid at least for all $\psi \in \mathscr{L}^{2}$ which are integrable as well as square-integrable, where
$Z_{ \pm \epsilon}\left(\lambda, \lambda^{\prime}\right)= \pm(2 \pi)^{-1} \int_{0}^{ \pm \infty} \exp \left[\mp \epsilon t-i\left(\lambda-\lambda^{\prime}\right) t-i G(\lambda ; t)\right] d t$.
The expression (3.6) follows from the relation

$$
\begin{align*}
&\left(Z_{ \pm} \psi\right)(\lambda, \alpha)= \pm(2 \pi)^{-1 / 2} \lim _{\epsilon \rightarrow+0} \int_{0}^{ \pm \infty} \exp (\mp \epsilon t)  \tag{3.7}\\
& \times \exp [-i \lambda t-i G(\lambda ; t)] \hat{\psi}(t, \alpha) d t \tag{3.8}
\end{align*}
$$

(which holds by the Lebesgue dominated convergence theorem) by substituting (3.3) for $\hat{\psi}(t, \alpha)$ and using Tonelli's and Fubini's theorems ${ }^{5}$ to reverse the orders of integration in $t$ and $\lambda$.

In order to prove that the operators $Z \pm$ are the required operators for which (1.10) holds true, we note first that the limit in (1.2) is equal to the limit in (1.10) for $\psi \in \mathcal{L}^{2}(\Delta)=P_{\Delta} \mathcal{L}^{2}=L^{2}(\Delta) \otimes L_{\mu}^{2}\left(\Omega^{n}\right)$ if and only if
$\underset{t \rightarrow \pm \infty}{s-\lim ^{2}} \exp \left[i H_{0} t+i G\left(H_{0} ; t\right)\right] Z_{ \pm}^{\Delta} \exp \left(-i H_{0} t\right)=P_{\Delta}$.
To prove (3.9) we have to take advantage of the fact that from the physical as well as the mathematical point of view the functions $G\left(H_{0} ; t\right)$ have to satisfy the conditions

$$
\begin{equation*}
\underset{t \rightarrow \pm \infty}{s-\lim _{n}} \exp \left[i G\left(H_{0} ; t+\tau\right)-i G\left(H_{0} ; t\right)\right]=1 \tag{3.10}
\end{equation*}
$$

for any $\tau \in Q^{1}$. In fact, the above relation is a necessary and sufficient prerequisite ${ }^{4}$ for the intertwining pro-
perties of the wave operators $W\left(\begin{array}{l}(r) \\ \pm\end{array}\right.$, which are essential from both a physical and mathematical point of view. These properties imply the following result, which is required in the sequel.

Lemma 3.1: If the spectrum $\sigma_{0}$ of $H_{0}$ is absolutely continuous, then (3.10) is true if and only if

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty}|1-\exp [i G(\lambda ; t+\tau)-i G(\lambda ; t)]|=0 \tag{3.11}
\end{equation*}
$$

at each fixed $\tau \in Q^{1}$ for all $\lambda \in \sigma_{0}$, with the possible exception of a set of Lebesgue measure zero.

Proof: If (3.11) is true then (3.10) follows from

$$
\begin{aligned}
\| \psi & -\exp [i G(\lambda ; t+\tau)-i G(\lambda ; t)] \psi \|^{2} \\
& =\int_{o_{0}}|1-\exp [i G(\lambda ; t+\tau)-i G(\lambda ; t)]|^{2} \frac{d\left\|E_{\lambda}^{H_{0}} \psi\right\|^{2}}{d \lambda} d \lambda
\end{aligned}
$$

by applying Lebesgue's bounded convergence theorem.
Conversely, if (3.10) is true for some fixed $\tau \in R^{1}$, then by choosing $\psi_{n} \in \mathcal{H C}$ such that

$$
\frac{d\left\|E_{\lambda}^{H_{\mathrm{o}}} \psi_{n}\right\|^{2}}{d \lambda}=X_{\mathrm{o}_{0} n[n, n+1)}(\lambda)
$$

we conclude that (3.11) is satisfied almost everywhere on $\sigma_{0} \cap[n, n+1$ ). Hence (3.11) is true almost everywhere on

$$
\sigma_{0}=\bigcup_{n=-\infty}^{+\infty} \sigma_{0} \cap[n, n+1)
$$

An easy computation based on (3.6) and (3.7) leads to the result that for any $\psi(\lambda, \alpha) \in \mathscr{L}^{2}(\Delta)$ which belongs to $L^{1}(\Delta)$ for $\mu$-almost all $\alpha \in \mathbb{R}^{n}$

$$
\begin{align*}
\| \psi-\exp \left[i H_{0} t+i G\left(H_{0} ; t\right)\right] Z Z_{ \pm} & \exp \left(-i H_{0} t\right) \psi \|^{2} \\
& =\int_{\Delta} B_{ \pm}(\lambda, t, \psi) d \lambda_{2} \tag{3.12}
\end{align*}
$$

where in terms of the Heavyside function $\theta(s)$, for which $\theta(s)=0$ for $s<0$ and $\theta(s)=1$ for $s>0$, we have

$$
\begin{array}{r}
B_{ \pm}(\lambda, t, \psi)=\mid \int_{-\infty}^{+\infty}\{1-\theta( \pm[t+\tau]) \exp [i G(\lambda ; t) \\
-i G(\lambda ; t+\tau)]\}\left.\exp (-i \lambda \tau) \hat{\psi}(\tau, \alpha) d \tau d \mu(\alpha)\right|^{2} \tag{3.13}
\end{array}
$$

In view of (3.11) and the fact that the integrand in (3.13) is bounded by the integrable function $|2 \hat{\psi}(\tau, \alpha)|$, we conclude by Lebesgue's dominated convergence theorem ${ }^{5}$ that

$$
\begin{equation*}
\lim _{t \rightarrow \pm \infty} B_{ \pm}(\lambda, t, \psi)=0 \tag{3.14}
\end{equation*}
$$

We can apply this theorem again to (3.12) since we are dealing with a finite region of integration, thus arriving at (3.9) for $\psi$ in the considered dense set of functions in $\mathscr{L}^{2}(\Delta)$. Hence if $Z_{ \pm}^{\Delta}$ is bounded on $\mathscr{L}^{2}(\Delta)$ we can extend (3.9) to every $\psi \in \mathcal{L}^{2}(\Delta)$.

Finally, let us point out that the above arguments leading to (3.9) also lead to the conclusion that
$\underset{t \rightarrow \pm \infty}{s-\lim _{n}} \exp \left[i H_{0} t+i G\left(H_{0} ; t\right)\right] Z \stackrel{\Delta}{\mp} \exp \left(-i H_{0} t\right)=0$.
Hence the operator

$$
\begin{equation*}
Z^{\Delta}=Z_{+}^{\Delta}+Z_{-}^{\Delta} \tag{3,16}
\end{equation*}
$$

has the properties

$$
\underset{t \rightarrow \pm \infty}{s-\lim _{t \rightarrow \infty}} \exp \left[i H_{0} t+i G\left(H_{0} ; t\right)\right] Z \Delta \exp \left(-i H_{0} t\right)=P_{\Delta}
$$

Thus we can deal with
$W(\underset{ \pm}{r}) E^{H} 0(\Delta)=s-\lim _{t \rightarrow \pm \infty} \exp (i H t) Z^{\Delta} \exp \left(-i H_{0} t\right)$
instead of (1.10). Note that if $Z_{ \pm}$defined by (3.4) and (3.5) are bounded operators on $\mathscr{L}^{2}\left(\sigma_{0}\right)$, then a similar argument as given above implies (3.17) holds with $\Delta=\sigma_{0}$.

We can summarize the above results in the following lemma.

Lemma 3.2: Suppose that the operators $Z_{ \pm}$defined on the spectral representation space $\mathcal{L}^{2}\left(\sigma_{0}\right)$ by (3.4) and $(3,5)$ are such that $Z{ }_{ \pm}^{\Delta}=E^{H_{0}}(\Delta) Z_{ \pm} E^{H_{0}}(\Delta)$ are bounded for some compact subset $\Delta$ of the spectrum $\sigma_{0}$ of $H_{0}$. If $G(\lambda, t)$ satisfies (3.10) for almost all $\tau \in Q^{1}$ and $\lambda \in \sigma_{0}$, then $W\left({ }_{ \pm}\right) E^{H_{0}}(\Delta)$ can be represented by (1.10) and (3.17).

The above lemma allows us to apply two-Hilbert space theory ${ }^{10}$ to the operators $W_{ \pm}^{(r) \Delta}=W_{+}^{(r)} E^{H_{0}}(\Delta)$ considered as wave operators from $\mathcal{K}_{\Delta}=E^{+}{ }_{0}(\Delta) \mathcal{K}$ to $\mathfrak{H}$, if we let $Z^{\Delta}$ play the role of the "identification" operator. Hence, all the results of Ref. $10, \mathrm{Sec} .2$ can be restated for the present case, and in particular the following theorem is true.

Theorem 3.1: If (3.17) is true for some Borel subset $\Delta$ of $\sigma_{0}$, then for any $\Psi=E^{H_{0}}(\Delta) \Psi$ and $\Psi_{ \pm}=W(\underset{ \pm}{r} \Psi$
$\Psi_{ \pm}=Z^{\Delta} \Psi-\underset{\epsilon \rightarrow+0}{s-\lim } \int_{-\infty}^{+\infty} \frac{1}{H-\lambda \pm i \epsilon}\left(H Z^{\Delta}-Z \Delta H_{0}\right) d_{\lambda} E_{\lambda}^{H_{0}} \Psi$,

$$
\begin{align*}
Z \Delta * \Psi_{ \pm}=\Psi-\mathrm{w}-\lim _{\epsilon \rightarrow+0} & \int_{-\infty}^{+\infty} \frac{1}{H_{0}-\lambda \pm i \epsilon}  \tag{3.18}\\
& \times\left(Z \Delta * H-H_{0} Z \Delta *\right) d_{\lambda} E_{\lambda}^{H} \Psi_{ \pm} \tag{3,19}
\end{align*}
$$

and the $T$ operator satisfies the relation

$$
\begin{align*}
& E^{H_{0}}(\Delta) T E^{H_{0}}(\Delta) \\
& \quad=\frac{1}{\pi} \underset{\epsilon \rightarrow+0}{\mathrm{w}-\lim _{\epsilon \rightarrow-\infty}^{+\infty} \int_{\lambda} E_{\lambda}^{H_{0}}\left(Z^{\Delta *} H-H_{0} Z^{\Delta *}\right) \Omega_{-}} \\
& \quad \times \frac{\epsilon}{\left(H_{0}-\lambda\right)^{2}+\epsilon^{2}} \tag{3.20}
\end{align*}
$$

We will now rewrite (3.18) as integral equations relating the free eigenfunctions $\phi_{\gamma}(\beta), \gamma, \beta \in \mathcal{R}^{l}$, to the full eigenfunctions $\phi_{\gamma}^{ \pm}(\beta)$. In a completely analogous derivation as that given for (2.18) we can write

$$
\begin{aligned}
\int_{-\infty}^{+\infty} & d_{\lambda}\left\langle g \left\lvert\, \frac{1}{H-\lambda \pm i \epsilon}\left(H Z^{\Delta}-Z \Delta H_{0}\right) E_{\lambda}^{H_{0}} f\right.\right\rangle \\
= & \int_{Q^{l} l} d \nu(\beta) \overline{g(\beta)} \int_{Q^{l}}\left(\beta \left\lvert\, \frac{1}{H-h(\gamma) \pm i \epsilon}\right.\right. \\
& \left.\times\left(H Z^{\Delta}-Z^{\Delta} H_{0}\right) \mid \beta^{\prime}\right) d \nu\left(\beta^{\prime}\right) \int_{Q^{\prime} l} \phi_{\gamma}\left(\beta^{\prime}\right) f(\gamma) d \mu(\gamma)
\end{aligned}
$$

Under the same conditions on ( $\beta[[1 /(H-h(\gamma) \pm i \epsilon)] \times$ $\left.\left(H Z^{\Delta}-Z \Delta H_{0}\right) \mid \beta^{\prime}\right)$ as stated in Sec. 2 for $(\beta \mid[1 / h(\gamma)-$ $\left.\left.H_{0} \mp i \epsilon\right)\right] V \mid \beta^{\prime}$ ) and the additional assumptions that $\left(\beta^{\circ}|Z \Delta| \beta^{\prime}\right)$ be $\nu$-integrable in $\beta^{\prime}$ we conclude that, under the implicit agreement that $\boldsymbol{h}(\gamma) \in \Delta$,

$$
\begin{align*}
\phi_{y}^{ \pm}(\beta) & =\int_{R^{l}}\left(\beta\left|Z^{\Delta}\right| \beta^{\prime}\right) \phi_{\gamma}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right) \\
& -\lim _{\epsilon \rightarrow+0} \int_{\Omega l}\left(\beta\left|\frac{1}{H-h(\gamma) \pm i \epsilon}\left(H Z^{\Delta}-Z^{\Delta} H_{0}\right)\right| \beta^{\prime}\right) \\
& \times \phi_{\gamma}\left(\beta^{\prime}\right) d \nu\left(\beta^{\prime}\right) \tag{3.21}
\end{align*}
$$

is valid for $\nu$-almost all $\beta$ and $\mu$-almost $\gamma$. In particular, if we choose $\beta=\mathbf{r}$ and $\gamma=(k, l, m)$, where $k$ corresponds to $\sqrt{H_{0}}, l$ to angular momentum $L^{2}$, and $m$ to the $z$ component $L_{z}$ of $\mathbf{L}$, then $\phi_{\gamma}(\beta)=\Phi_{k l m}(\mathbf{r})$ is the outgoing free spherical wave ${ }^{5}$ and (3.21) can be written as

$$
\begin{align*}
\Phi_{k l m}^{( \pm)}(\mathbf{r}) & =\int_{Q^{3}}\left(\mathbf{r}\left|Z^{\Delta}\right| \mathbf{r}^{\prime}\right) \Phi_{k l m}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \\
& -\lim _{\epsilon \rightarrow+0} \int_{Q^{3}} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \frac{k^{2}}{2 m} \mp i \epsilon\right) \\
& \times \int_{\mathbb{R}^{3}}\left(\mathbf{r}^{\prime}\left|H Z^{\Delta}-Z^{\Delta} H_{0}\right| \mathbf{r}^{\prime \prime}\right) \Phi_{k l m}\left(\mathbf{r}^{\prime \prime}\right) d \mathbf{r}^{\prime \prime}, \tag{3.22}
\end{align*}
$$

where $G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)$ denotes the full Green's function corresponding to the resolvent $(H-\zeta)^{-1}$. Note that (3.22) is valid only when $k^{2} / 2 m$ belongs to the set $\Delta$ !

## 4. EXISTENCE AND BOUNDEDNESS OF $Z_{ \pm}^{\triangle}$ FOR ASYMPTOTICALLY COULOMB POTENTIALLS

In this section we compute $Z_{t}^{\Delta}$ for asymptotically Coulomb potentials and show that it is a bounded operator for any compact subset $\Delta$ of $\sigma_{0}=[0, \infty)$. We shall limit ourselves to sets $\Delta$ of the form $[c, d]$, where $0 \leqslant c<d<\infty$, since the result for the more general case follows from the result for such sets $\Delta=[c, d]$.

For asymptotically Coulomb potentials we can express the integral kernel in (3.7) in terms of gamma and logarithmic functions. By inserting the expression (2.12) in (3.7) and performing the integration in the complex $t$ plane, we obtain

$$
\begin{align*}
Z_{+\epsilon}\left(\lambda, \lambda^{\prime}\right)= & \frac{1}{2 \pi i}\left[\left(\lambda-\lambda^{\prime}\right)-i \epsilon\right]^{-1} \\
& \times \exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log \left[\left(\lambda-\lambda^{\prime}\right)-i \epsilon\right]\right) \\
& \times \exp \left(-\frac{\pi q_{0}}{2 \sqrt{\lambda}}\right)(4 \lambda)^{-i q_{0} / \sqrt{\lambda}} \Gamma\left(1-\frac{i q_{0}}{\sqrt{\lambda}}\right)  \tag{4.1}\\
Z_{-\epsilon}\left(\lambda, \lambda^{\prime}\right)= & -\frac{1}{2 \pi i}\left[\left(\lambda-\lambda^{\prime}\right)+i \epsilon\right]^{-1} \\
& \times \exp \left(-\frac{i q_{0}}{\sqrt{\lambda}} \log \left[\left(\lambda-\lambda^{\prime}\right)+i \epsilon\right]\right) \\
& \times \exp \left(-\frac{\pi q_{0}}{2 \sqrt{\lambda}}\right)(4 \lambda)^{i q_{0} \sqrt{\lambda}} \Gamma\left(1+\frac{i q_{0}}{\sqrt{\lambda}}\right) \tag{4.2}
\end{align*}
$$

where we have chosen the branches of the logarithmic function with $-3 \pi / 2<\arg \left[\left(\lambda-\lambda^{\prime}\right)-i \epsilon\right] \leq \pi / 2$ and $-\pi / 2<\arg \left[\left(\lambda-\lambda^{\prime}\right)+i \epsilon\right] \leq 3 \pi / 2$, respectively.

We will first evaluate the expression (3.6) for functions $\psi\left(\lambda^{\prime} ; \alpha\right)=\chi_{[a, b)}\left(\lambda^{\prime}\right) \psi_{1}(\alpha)$, where $\chi_{[a, b)}$ is the characteristic function of the interval $[a, b)$ with $0<a<b<\infty$. The integration for the computation of $Z_{ \pm}\left(\chi_{(a, b)} \otimes \psi_{1}\right)=$ $\left(\hat{Z}_{ \pm} \chi_{[a, b)}\right) \otimes \psi_{1}$ can be carried out by using (4.1), (4.2), and the limit $\epsilon \rightarrow+0$ can be taken explicitly. We give the results for the $Z_{+}$case since the $Z_{-}$case is quite analogous:

$$
\begin{array}{r}
\left(\hat{Z}_{+} \chi_{[a, b)}\right)(\lambda)=\frac{\sqrt{\lambda}}{2 \pi q_{0}} \exp \left(-\frac{\pi q_{0}}{2 \sqrt{\lambda}}\right)(4 \lambda)^{-i q_{0} / \sqrt{\lambda}} \Gamma\left(1-\frac{i q_{0}}{\sqrt{\lambda}}\right) \\
\times\left[\exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log |\lambda-b|\right)-\exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log |\lambda-a|\right)\right] \\
a<b<\lambda
\end{array}
$$

$$
\begin{align*}
& \times\left[\exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log |\lambda-b|\right) \exp \left(\frac{\pi q_{0}}{2 \sqrt{\lambda}}\right)\right. \\
& \left.-\exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log |\lambda-a|\right) \exp \left(-\frac{\pi q_{0}}{2 \sqrt{\lambda}}\right)\right], \quad a<\lambda<b \\
& \left(\hat{Z}_{+} \chi_{[a, b)}\right)(\lambda)=\frac{\sqrt{\lambda}}{2 \pi q_{0}} \exp \left(\frac{\pi q_{0}}{2 \sqrt{\lambda}}\right)(4 \lambda)^{-i q_{0} / \sqrt{\lambda}} \Gamma\left(1-\frac{i q_{0}}{\sqrt{\lambda}}\right) \\
& \times\left[\exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log |\lambda-b|\right)-\exp \left(\frac{i q_{0}}{\sqrt{\lambda}} \log |\lambda-a|\right)\right], \\
& \lambda<a<b \tag{4.3}
\end{align*}
$$

An inspection of the above equations reveals that infrared divergencies are not present since $\mid \Gamma(1-$ $\left.i q_{0} / \sqrt{\lambda}\right) \exp \left(\pi q_{0} / 2 \sqrt{\lambda}\right) \mid$ stays finite as $\lambda \rightarrow+0$. However, the factor $\lambda^{1 / 2}$ in (4.3) shows that ultraviolet divergencies are present. Hence $Z_{+}$is certainly not a bounded operator from $\mathscr{L}^{2}\left(\sigma_{0}\right)$ to $\mathscr{L}^{2}\left(\sigma_{0}\right)$.

However,

$$
\begin{equation*}
Z_{ \pm}^{\Delta}\left(X_{[a, b)} \otimes \psi_{1}\right)=E^{H_{0}}(\Delta) Z_{ \pm}\left(X_{[a, b)} \otimes \psi_{1}\right) \tag{4.4}
\end{equation*}
$$

is a well-defined element of $\mathscr{L}^{2}(\Delta)$ for $\Delta=[c, d]$ with $0 \leqslant c<a<b<d<\infty$. The boundness of $Z_{ \pm}^{\triangle}$ obviously depends on whether the mapping

$$
\begin{equation*}
\left(D \chi_{[a, b)}\right)(\lambda)=\sqrt{\lambda}\left[1-\cos \left(\frac{1}{\sqrt{\lambda}} \log \left|\frac{\lambda-b}{\lambda-a}\right|\right)\right] \tag{4.5}
\end{equation*}
$$

determines a bounded linear operator on $L^{2}(\Delta)$.
A study of the operator $D$ is made in the following theorem.

Theorem 4.1: For fixed $0 \leqslant c<d<\infty$ the mapping $\chi_{[a, b)}(\lambda) \rightarrow\left(D \chi_{[a, b)}\right)(\lambda)$ is defined for each $a, b \in(c, d)$, where $c<a<b<d$, and acts as a bounded linear operator on functions $\Psi(\lambda) \in \mathscr{L}^{2}([c, d])$ which are of the form

$$
\begin{equation*}
\Psi(\lambda)=\sum_{j=1}^{n} \delta_{j} x_{\left[a_{j}, b_{j}\right)}(\lambda), \quad n=1,2, \cdots \tag{4.6}
\end{equation*}
$$

To prove the above theorem we require the following lemma:

Lemma 4.1: There is a constant $C=C(c, d)$ such that for any $c<a<b<d$ with $x=b-a$ we have

$$
\begin{align*}
& \int_{c}^{d}\left|\chi_{[a-2 x, b+x)}(\lambda)\left(D \chi_{[a, b)}\right)(\lambda)\right|^{2} d \lambda \leq 16 d x  \tag{4.7}\\
& \int_{c}^{d}\left|1-\chi_{(a-2 x, b+x)}(\lambda)\right|^{2}\left|\left(D \chi_{[a, b)}\right)(\lambda)\right|^{2} d \lambda \leq C x^{2} \tag{4.8}
\end{align*}
$$

Proof of Lemma 4.1: The inequality (4.7) follows immediately from the relation $\left|\left(D \chi_{[a, b)}\right)(\lambda)\right| \leq 2 \sqrt{d}$. The integral in (4.8) is equal to

$$
\begin{aligned}
I(x) & =\left(\int_{c}^{a-2 x}+\int_{b+x}^{d}\right)\left[1-\cos \left(\frac{1}{\sqrt{\lambda}} \log \left|\frac{b-\lambda}{a-\lambda}\right|\right)\right]^{2} \lambda d \lambda \\
& =\left(\int_{c}^{a-2 x}+\int_{b+x}^{d}\right)\left[2 \sin ^{2}\left(\frac{1}{2 \sqrt{\lambda}} \log \left|\frac{b-\lambda}{a-\lambda}\right|\right)\right] \lambda d \lambda
\end{aligned}
$$

Now
$\frac{I(x)}{x^{2}} \leq\left(\int_{c}^{a-2 x}+\int_{b+x}^{d}\right) \frac{1}{2}\left(\frac{\log |1+[x /(a-\lambda)]|}{x}\right)^{2} d \lambda$.

Thus for $\lambda \leq a-2 x$ and $\lambda \geq a+2 x$ we have

$$
I(x) \leq \frac{1}{2}(d-c)\left(\sum_{s=1}^{\infty} \frac{1}{2^{s}}\right)^{2} x^{2}=\frac{1}{2}(d-c) x^{2}
$$

Hence (4.8) holds and the lemma has been proven.
Proof of Theorem 4.1: Consider $\Psi(\lambda)$ given by (4.6), where we assume ( $\left.a_{i}, b_{i}\right) \cap\left(a_{j}, b_{j}\right)=\varnothing$ if $i \neq j$ and $x_{\max } / x_{\min } \leq 2$ for every $n$, where $x_{\min }=\min _{1 \leq i \leq n}\left(b_{i}-a_{i}\right)$, $x_{\text {max }}=\max _{1 \leq i \leq n}\left(b_{i}-a_{i}\right)$. This last requirement can always be achieved by subdividing the partition in an appropriate manner.
We now decompose the action of $D$ on $\mathrm{X}_{\left[a_{j}, b_{j}\right)}$ into two parts:

$$
\begin{aligned}
& \left(D X_{\left[a_{j}, b_{j}\right.}\right)^{\prime}(\lambda)=\delta_{j} \chi_{\left[a_{j}-2 x_{j}, b_{j}+x_{j}\right)}(\lambda)\left(D X_{\left[a_{j}, b_{j}\right.}\right)(\lambda), \\
& \left(D X_{\left[a_{j}, b_{j}\right.}\right)^{\prime \prime}(\lambda)=\delta_{j}\left(D X_{\left[a_{j}, b_{j}\right)}\right)(\lambda)-\left(D \mathrm{X}_{\left[a_{j}, b_{j}\right)}\right)^{\prime}(\lambda) .
\end{aligned}
$$

Thus we can write

$$
\begin{align*}
\|D \Psi\| & \leq\left\|\sum_{j=1}^{n}\left(D \mathrm{x}_{\left[a_{j}, b_{j}\right)}\right)^{\prime}\right\|+\sum_{j=1}^{n}\left\|\left(D \mathrm{x}_{\left[a_{j}, b_{j}\right.}\right)^{\prime \prime}\right\| \\
& \leq\left\|\sum_{j=1}^{n}\left(D \mathrm{X}_{\left[a_{j}, b_{j}\right)}\right)^{\prime}\right\|+C^{1 / 2}(d-c)^{1 / 2}\|\Psi\|, \tag{4.9}
\end{align*}
$$

where Lemma 4.1 was used to obtain that

$$
\begin{aligned}
& \sum_{j=1}^{n}\left\|\left(D \mathrm{X}_{\left[a_{j}, b_{j}\right)}\right) "\right\| \leq \sum_{j=1}^{n} C^{1 / 2} \delta_{j}\left(b_{j}-a_{j}\right) \\
& \quad \leq C^{1 / 2}\left(\sum_{j=1}^{n}\left(b_{j}-a_{j}\right)\right)^{1 / 2}\left(\sum_{j=1}^{n} \delta_{j}^{2}\left(b_{j}-a_{j}\right)\right)^{1 / 2} \\
& \quad=C^{1 / 2}(d-c)^{1 / 2}\|\Psi\| .
\end{aligned}
$$

Now we write the first term in (4.9) as

$$
\begin{equation*}
\left\|\sum_{i=1}^{n}\left(D \mathrm{X}_{\left[a_{i}, b_{i}\right)}\right)^{\prime}\right\|^{2}=\sum_{i=1}^{n} \sum_{j=1}^{n}\left\langle\left(D \mathrm{x}_{\left[a_{i}, b_{i}\right)}\right)^{\prime} \mid\left(D \mathrm{x}_{\left[a_{j}, b_{j}\right.}\right)^{\prime}\right\rangle \tag{4.10}
\end{equation*}
$$

and consider any fixed value of $i$. The only terms in the above sum over $j$ that contribute are those for which

$$
\left[a_{i}-2 x_{i}, b_{i}+x_{i}\right) \cap\left[a_{j}-2 x_{j}, b_{j}+x_{j}\right) \neq \varnothing
$$

According to an earlier made assumption $x_{\max } / x_{\text {min }} \leq 2$. Hence we conclude that the maximum number of terms which contribute in the sum over $j$ are ten for $j \leq i$ and eight for $j>i$. Thus (4.10) reduces to

$$
\begin{aligned}
\sum_{i=1}^{n} & \sum_{j=i-10}^{i+8}\left|\left\langle\left(D \mathrm{x}_{\left[a_{i}, b_{i}\right)}\right)^{\prime} \mid\left(D \mathrm{x}_{\left[a_{j}, b_{j}\right)}\right)^{\prime}\right\rangle\right| \\
& \leq \sum_{i=1}^{n} \sum_{j=i-10}^{i+8}\left\|\left(D x_{\left[a_{i}, b_{i}\right.}\right)^{\prime}\right\|\left\|\left(D \mathrm{X}_{\left[a_{j}, b_{j}\right)}\right)^{\prime}\right\| \\
& \leq(16)(19) d\|\Psi\|^{2},
\end{aligned}
$$

where (4.7) was used to obtain the bound on $\left\|\left(D \mathrm{X}_{\left[a_{i}, b_{i}\right.}\right)^{\prime}\right\|$.
Since any function whose support is contained in $[c, d]$ can be approximated by a sequence of functions of the form (4.6), we conclude that the operator $D$ is bounded on $L^{2}([c, d])$. This completes the proof of Theorem 4.1.

Due to the boundedness of $D$ and the form of $Z \Delta$ given in (4.3) we conclude that $Z_{t}^{\Delta}$ is a bounded operator for $\Delta=[c, d]$, where $0 \leqslant c<d<\infty$. The same is true for
$Z \Delta$ by a similar argument. Thus $Z \Delta$ is a bounded operator for Coulomb-like potentials. This implies that (3.17) is true.

## 5. REMOVAL OF THE SPACE CUTOFF IN SCATTERING THEORIES WITH LONG-RANGE POTENTIALS

In this section we shall compare the stationary scattering theory for long-range potential $V_{\infty}(\mathbf{r})$ with the theory in which a space cut-off (or screening) $v_{R}(\mathbf{r})$ is introduced, i.e., the theory with the potential

$$
\begin{equation*}
V_{R}(\mathbf{r})=v_{R}(\mathbf{r}) V_{\infty}(\mathbf{r}), \tag{5.1}
\end{equation*}
$$

where $v_{R}$ is some Borel measurable function for which $v_{R}(\mathbf{r})=1$ for $|\mathbf{r}| \leq R$ and $v_{R}(\mathbf{r})=O\left(r^{2+\epsilon}\right), \epsilon>0$, when $r \gg R$. For $R<\propto$ we are dealing with a theory with short-range interaction for which the strong waveoperators

$$
\begin{equation*}
W_{ \pm}=\underset{t \rightarrow \pm \infty}{s-\lim _{\infty}} \exp \left(i H_{R} t\right) \exp \left(-i H_{0} t\right), \quad H_{R}=H_{0}+V_{R}, \tag{5.2}
\end{equation*}
$$

exist. It has been shown by Dollard ${ }^{12}$ for the case of Coulomb-like potentials that

$$
\begin{equation*}
\underset{R \rightarrow+\infty}{\mathrm{w}-\lim _{x}} W_{\underset{x}{R}}^{R}=\underset{R \rightarrow+\infty}{\mathrm{w}-\lim _{+}} S^{R}=0, \quad S^{R}=\left(W_{+}^{R}\right)^{*} W_{-}^{R} . \tag{5.3}
\end{equation*}
$$

On the other hand, it has been shown by several authors ${ }^{17,18}$ that the distorted waves and the $S$-matrix calculated from the off-energy-shell Lippmann-Schwinger equations for the cut-off Coulomb potential converge to the Coulomb distorted wave and the Coulomb $T$ matrix if a certain "renormalization" energy dependent factor is divided out. Using the equations derived in Sec. 2, we shall show that when the energy-shell limit is taken in the solution to the cut-off Lippmann-Schwinger equations we obtain zero at any fixed energy if the limit $R \rightarrow+\infty$ is taken first; a zero result is obtained, however, also if the limit $R \rightarrow+\infty$ is taken last provided (since the point-wise limit does not exist) that a smearing in the energy (achieved by integration in $k$ ) after multiplication with an arbitrary function on the energy spectrum is first carried out. A similar result has been obtained via another approach in the special case of the pure Coulomb $T$ matrix. ${ }^{19,20}$
We first note that the second resolvent equation

$$
\begin{equation*}
\frac{1}{H_{R}-\zeta}=\frac{1}{H_{0}-\zeta}-\frac{1}{H_{0}-\zeta} V_{R} \frac{1}{H_{R}-\zeta} \tag{5.4}
\end{equation*}
$$

holds for all values of $R \geq 0$ when $\zeta$ is in the resolvent set of $H_{R}=H_{0}+V_{R}$. Hence the Green's function $G_{R}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)$ of $H_{R}$ satisfies the same type of integral equation

$$
\begin{align*}
G_{R}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)= & G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right) \\
& -\int_{Q^{3}} G_{0}\left(\mathbf{r}, \mathbf{r}^{\prime \prime} ; \zeta\right) V_{R}\left(\mathbf{r}^{\prime \prime}\right) G_{R^{\prime}}\left(\mathbf{r}^{\prime \prime}, \mathbf{r}^{\prime} ; \zeta\right) d \mathbf{r}^{\prime \prime} \tag{5.5}
\end{align*}
$$

for all $R \geq 0$ including $R=\infty$.
Lemma 5.1: Suppose $\lim _{R \rightarrow \infty} G_{R}\left(\mathbf{r}, \mathrm{r}^{\prime} ; \zeta\right)$ exists and $G_{R}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)$ is bounded by a function $f\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)$ which is square integrable in each neighborhood of $\mathbf{r}^{\prime}$ and bounded by a constant in the complement of each neighborhood of $\mathbf{r}^{\prime}$. Then for almost all $\mathbf{r}$ and $\mathbf{r}^{\prime}$

$$
\begin{equation*}
\lim _{R \rightarrow \infty} G_{Q}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)=G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right) . \tag{5.6}
\end{equation*}
$$

Furthermore, if $|\Phi(\mathbf{r})| \leq$ const for large $|\mathbf{r}|$ (such as in the case of plane waves or spherical waves) and $f\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right)$ is square integrable then

$$
\begin{align*}
\lim _{R \rightarrow \infty} \int d \mathbf{r}^{\prime} G_{R}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right) & V_{R}\left(\mathbf{r}^{\prime}\right) \Phi\left(\mathbf{r}^{\prime}\right) \\
& =\int d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right) V\left(\mathbf{r}^{\prime}\right) \Phi\left(\mathbf{r}^{\prime}\right) . \tag{5.7}
\end{align*}
$$

Proof: The statement (5.6) follows from Eq. (5.5) by application of the Lebesgue dominated convergence theorem and from the uniqueness of the solutions of Eq. (5.5). The application of the Lebesgue dominated convergence theorem also yields (5.7).

From Lemma 3.1 and an analogous argument as given in the derivation of Eq. (2.20) we conclude

$$
\begin{equation*}
\Phi_{\mathbf{k}}(\mathbf{r})=\lim _{\zeta \rightarrow \mathbf{k}^{2} / 2 \mathbf{m}} \int d \mathbf{r} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right) V\left(\mathbf{r}^{\prime}\right) \Phi_{\mathbf{k}}\left(\mathbf{r}^{\prime}\right) \tag{5.8}
\end{equation*}
$$

Thus if we consider the off-energy shell LippmannSchwinger equations for the screened potential,
$\Phi_{\mathbf{k}, R}^{ \pm}(\mathbf{r} ; \zeta)=\Phi_{\mathbf{k}}(\mathbf{r})-\int_{\mathcal{Q}^{3}} d \mathbf{r}^{\prime} G_{R}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \zeta\right) V_{R}\left(\mathbf{r}^{\prime}\right) \Phi_{\mathbf{k}}\left(\mathbf{r}^{\prime}\right)$
we conclude by the above lemmas that

$$
\begin{equation*}
\lim _{\boldsymbol{r} \rightarrow \mathbf{k}^{2} / 2 \mathrm{~m}} \lim _{R \rightarrow+\infty} \Phi_{\mathbf{k}, R}^{ \pm}(\mathbf{r} ; \zeta)=0 \tag{5.10}
\end{equation*}
$$

This result implies that for long-range potentials which satisfy Lemmas 3.1 and 5.1 the approach in which one starts with a cut-off potential and the corresponding off-energy shell Lippmann-Schwinger equations, and then removes the cut-off by first taking the limit $R \rightarrow+\infty$ and then the energy shell limit, will not lead to the correct result for the distorted wave. Due to (5.3) we arrive at the same conclusion when the limit $R \rightarrow+\infty$ is taken last.

We now examine (3.22) to see exactly how the equations involving the operator $Z_{+}^{\Delta}$ overcome the above problem. For asymptotically $\stackrel{+}{C}$ Oulomb interactions we will obtain explicitly the operators $Z \Delta, \Delta=\left[k^{2}-\eta\right.$, $\left.k^{2}+\eta\right]$, in configuration space and examine the Eq. (3.22) as $\eta \rightarrow+0$. This will provide insight as to the relationship of (3.22) to the standard Lippmann-Schwinger equations. The behaviour of each term of (3.22) is given in the subsequent three lemmas.

To simplify the notation we shall set $\lambda=k^{2}$ in (4.1), i.e., in the sequel $\lambda$ is a variable in the spectrum of $2 m H_{0}$ rather than of $H_{0}$. This means that the operators $2 \mathrm{mH}_{0}$ and 2 mH now assume the roles played before by the operators $H_{0}$ and $H$, respectively.

Lemma 5.2: Let $Z \stackrel{(\eta)}{+}$ be the operator defined in Sec. 4 for asymptotically Coulomb potentials corresponding to the interval $\Delta=\left[k^{2}-\eta, k^{2}+\eta\right]$, with $\eta>0$, in the spectrum of $2 m H_{0}$ and let $U$ be the unitary ${ }^{5}$ transformation
$(U \psi)(k, l, m)=1 . \mathrm{i} . \mathrm{m} . \int \overline{\Phi_{k l m}(\mathbf{r})} \psi(\mathbf{r}) d \mathbf{r}$,

$$
\Phi_{k l m}(\mathbf{r})=\left(\frac{2 k^{2}}{\pi}\right)^{1 / 2}(-i) j_{l}(k r) Y_{l}^{m}\left(-\frac{\mathbf{r}}{r}\right)
$$

of $L^{2}\left(R^{3}\right)$ onto $\mathscr{L}^{2}\left(\sigma_{0}\right)$ [we are taking $\alpha=(l, m)$ in (3.1)].
Then we have

$$
\begin{equation*}
\left.\left(U^{-1} Z \underset{+}{\eta}\right) U \Phi_{k l m}\right)(\mathbf{r})=P_{k l m}(\mathbf{r} ; \eta)+Q_{k l m}(\mathbf{r} ; \eta) \tag{5.11}
\end{equation*}
$$

where $Q_{k l m}(\mathbf{r} ; \eta)$ is given in (A2)-(A6) and converges to zero as $\eta \rightarrow+0$, while

$$
\begin{align*}
& P_{k l m}(\mathbf{r} ; \eta) \\
& =\frac{k}{2 \pi q_{0}}\left[\Phi_{\left(k^{2}+\xi\right)^{1 / 2} l m}(\mathbf{r})\left[4\left(k^{2}+\xi\right)\right]^{-i q_{0} d(\bar{k} 2+\xi)^{1 / 2}}\right. \\
& \quad \times \Gamma\left(1-\frac{i q_{0}}{\left(k^{2}+\xi\right)^{1 / 2}}\right) \exp \left(\frac{q_{0}}{\left.k^{2}+\xi\right)^{1 / 2}}\right. \\
& \quad \times[-(\pi / 2) \operatorname{sgn} \xi+i \log |\xi|])]_{\xi=-\eta}^{\xi=+\eta} . \tag{5.12}
\end{align*}
$$

Proof In terms of $U, U^{-1}$ and (4.1) we have

$$
\begin{aligned}
& \left(U^{-1} Z^{(\eta)} U \Phi_{k l m}\right)(\mathbf{r})=\frac{1}{2 \pi i} \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(\mathbf{k}^{2}+\eta\right)^{1 / 2}} d k^{\prime} \Phi_{k^{\prime} l m}(\mathbf{r}) \\
& \quad \times \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} k^{\prime}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \\
& \quad \times \lim _{\gamma \rightarrow+0} \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime \prime} 2 k^{\prime \prime} \exp \left[\left(\frac{i q_{0}}{k^{\prime}}-1\right)\right. \\
& \left.\quad \times \log \left(k^{\prime 2}-k^{\prime \prime} 2-i \gamma\right)\right]\left\{\int \frac{\Phi_{k^{\prime \prime} l m}\left(\mathbf{r}^{\prime}\right) \Phi_{k l m}\left(\mathbf{r}^{\prime}\right) r^{\prime 2}}{} \quad \times \sin \theta d r^{\prime} d \theta d \phi\right\},
\end{aligned}
$$

where here, as well as in the sequel, we choose the branch of the logarithmic function with $-3 \pi / 2<$ $\arg \left(k^{\prime 2}-k^{\prime \prime 2}-i \gamma\right) \leq \pi / 2$. The normalization of $\Phi_{k l m}(\mathbf{r})$ is so chosen that the term in curly brackets is equal to $\delta\left(k-k^{\prime \prime}\right)$. To do the computation we shall replace that term by the function $(2 \rho)^{-1} \chi_{[k-\rho, k+\rho]}\left(k^{\prime \prime}\right)$ (this amounts to "smearing" $\Phi_{k l m}(\mathbf{r})$ so as to obtain a function of $\mathbf{r}$ which belongs to $L^{2}\left(\mathbf{R}^{3}\right)$ and on which $U^{-1} Z^{(\eta)} U$ is well defined) After integrating in $k^{\prime \prime}$ and taking the limit $\gamma \rightarrow+0$, we obtain

$$
\begin{align*}
& -\frac{1}{2 \pi q_{0}}\left(\frac{1}{2 \rho}\right) \int_{\left(k^{2}-\pi\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime} k^{\prime} \Phi_{k^{\prime} l m}(\mathbf{r}) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right) \\
& \quad \times\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right)\left[\exp \left(\frac{i q_{0}}{k^{\prime}} \log \left(k^{\prime 2}-(k+\rho)^{2}\right)\right)\right. \\
& \left.\quad-\exp \left(\frac{i q_{0}}{k^{\prime}} \log \left(k^{2}-(k-\rho)^{2}\right)\right)\right] . \tag{5.13}
\end{align*}
$$

To complete the proof we integrate by parts in (5.13). This allows us to take the limit $\rho \rightarrow+0$ and then arrive at (5.11) and (5.12). This is done explicitly in the Appendix.

Lemma 5. 3: Assume that
$\int_{\Omega^{3}} d \mathbf{r}^{\prime}\left|G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \pm i \epsilon\right) V\left(\mathbf{r}^{\prime}\right) \Phi_{k^{\prime} l m}\left(\mathbf{r}^{\prime}\right)\right| \leq M_{k^{\prime} l m}(\mathbf{r} ; k)$
for all $\epsilon>0$, where $M_{k^{\prime} l m}(\mathbf{r} ; k)$ as a function in $k^{\prime}$ belongs to $L^{1}\left(\left[\left(k^{2}-\eta\right)^{1 k^{\prime} 2 m}\left(k^{2}+\eta\right)^{1 / 2}\right]\right)$ for all $\eta>0$. Then for $Q_{k l m}\left(\mathbf{r}^{\prime} ; \eta\right)$ and $Q_{k l m}^{(1)}(\mathbf{r} ; \eta)$ defined in (A2) and (A6), we have

$$
\begin{align*}
& \lim _{\eta \rightarrow+0} \int_{Q^{3}} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \pm i \epsilon\right) \\
& \times V\left(\mathbf{r}^{\prime}\right)\left[Q_{k l m}\left(\mathbf{r}^{\prime} ; \eta\right)-Q_{k l m}^{(1)}\left(\mathbf{r}^{\prime} ; \eta\right)\right]=0 \tag{5.15}
\end{align*}
$$

uniformly with respect to all $\epsilon>0$.
Proof: From (A3)-(A5) we see that $Q_{k l m}(\mathbf{r} ; \eta)-$ $Q_{k l m}^{(1)}(\mathbf{r} ; \eta)$ is of the form
$\left.p_{0}\left(k, k^{\prime} ; \eta\right) \Phi_{k^{\prime} l m}(\mathbf{r})\right|_{k^{\prime}=\left(k^{2}-\eta\right)^{1 / 2}} ^{k^{\prime}=\left(k^{2}+\eta\right)^{1 / 2}}+\int_{k^{2}-\eta}^{k^{2}+\eta} d\left(k^{\prime 2}\right) p_{1}\left(k, k^{\prime}\right) \Phi_{k^{\prime} l m}(\mathbf{r})$,
where the contributions to $p_{0}\left(k, k^{\prime} ; \eta\right)$ originate from the first term in (A4) and from integrating by parts the term in the integrand in (A4) containing the $d f_{0} / d\left(k^{\prime 2}\right)$ factor (after the differentiation in $\rho$ followed by setting $\rho=0$ had been carried out in both cases). A detailed analysis shows that an $\eta$ factor can be extracted from $p_{0}\left(k, k^{\prime} ; \eta\right)$ leaving the function $p_{0} / \eta$ which is uniformly bounded in $\eta$. Hence this term behaves in accordance with the statement of the lemma.

To deal with the term containing $p_{1}$, we apply first Tonelli's and then Fubini's theorem to interchange the order of integration in $k^{\prime}$ and $\mathbf{r}^{\prime}$. This application is warranted by ( 5.14 ) and the fact that $p_{1}$ is bounded in $k^{\prime} \in\left[\left(k^{2}-\eta\right)^{1 / 2},\left(k^{2}+\eta\right)\right]$ when $\eta<k^{2}$. The desired result follows by using (5.14) to majorize the integrand of the resulting integral in $k^{\prime}$.

The assumption (5.14) of the above lemma is true for the case of the pure Coulomb potential. This can easily be seen by using the explicit expression ${ }^{22}$ of the Green's function. Hence, it can be expected that due to the second resolvent equation relating the Green's functions for the Coulomb-like and pure Coulomb cases, this assumption is also satisfied by any Coulomb-like potential.

Lemma 5.4: If $Z \stackrel{(n)}{+}$ is as in Lemma 5.2, then

$$
\begin{align*}
& {\left[U ^ { - 1 } \left(H_{0} Z\left(\underset{+}{(\eta)}-Z\left(\underset{+}{(\eta)} H_{0}\right) U \Phi_{k l m}\right](\mathbf{r})\right.\right.} \\
& \quad=\frac{-k}{2 \pi i m} \int_{\left(k^{2}-\eta\right)^{2} / 2}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime} \Phi_{k^{\prime} l m}(\mathbf{r})\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \\
& \quad \times \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}+\frac{i q_{0}}{k^{\prime}} \log \left(k^{\prime 2}-k^{2}\right)\right) \tag{5.16}
\end{align*}
$$

Proof: Adopting the same procedure as in Lemma 5.2, we get

$$
\begin{aligned}
& {\left[U^{-1}\left(H_{0} Z(\eta)-Z \underset{+}{(\eta)} H_{0}\right) U \Phi_{k l m}\right](\mathbf{r})} \\
& \quad=\frac{1}{4 \pi i m} \lim _{\rho \rightarrow+0}\left(\frac{1}{2 \rho}\right) \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{2 / 2}} d k^{\prime} \Phi_{k^{\prime} l m}(\mathbf{r})\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \\
& \quad \times \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right) \\
& \quad \times \lim _{\sigma \rightarrow+0} \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}}\left(k^{\prime 2}-k^{\prime \prime 2}-i \sigma\right)^{\left(i q_{0} / k^{\prime}\right)-1} \\
& \quad \times\left(k^{\prime 2}-k^{\prime 2}\right) X_{[k-\rho, k+\rho]}\left(k^{\prime \prime}\right) 2 k^{\prime \prime} d k^{\prime \prime}
\end{aligned}
$$

We note that we can replace the ( $k^{\prime 2}-k^{\prime \prime}$ ) factor by $\left(k^{\prime 2}-k^{\prime \prime}-i \sigma\right)$ without changing the value of the limit as $\sigma \rightarrow+0$. Then the integration in $\left(k^{\prime \prime}\right)^{2}$ can be explicitly performed and afterwards the limit $\sigma \rightarrow+0$ can be computed to obtain

$$
\begin{aligned}
& \frac{1}{4 \pi i m} \lim _{\rho \rightarrow+0}\left(\frac{1}{2 \rho}\right) \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime} \Phi_{k^{\prime} l m}(\mathbf{r})\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \\
& \quad \times \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(\frac{i q_{0}}{k^{\prime}}+1\right)^{-1}\left\{\operatorname { e x p } \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right)\right.\right. \\
& \left.\quad \times \log \left[k^{\prime 2}-(k+\rho)^{2}\right]\right] \\
& \left.\quad-\exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left[k^{\prime 2}-(k-\rho)^{2}\right]\right]\right\}
\end{aligned}
$$

Noting that the above limit in $\rho \rightarrow+0$ represents differentiation with respect to $\rho$ under the integral sign (cf. Ref. 21, p. 124) we arrive at (5.16).

We can now apply the preceding three technical lemmas to the study of the expression

$$
\begin{align*}
& \Phi_{k l m}^{ \pm \epsilon}(\mathbf{r} ; \eta)=\left(U^{-1} Z(\eta) U \Phi_{k l m}\right)(\mathbf{r}) \\
& \quad-\int_{Q^{3}} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \mp i \epsilon\right) V\left(\mathbf{r}^{\prime}\right)\left(U^{-1} Z \underset{ \pm}{(\eta)} U \Phi_{k l m}\right)\left(\mathbf{r}^{\prime}\right) \\
& \quad-\int_{G^{3}} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \mp i \epsilon\right)\left(U^{-1}\left[H_{0}, Z \underset{ \pm}{(\eta)}\right] U \Phi_{k l m}\right)\left(\mathbf{r}^{\prime}\right) . \tag{5,17}
\end{align*}
$$

Comparison with (3.17) and (3.22) shows that

$$
\begin{aligned}
& \Phi_{k l m}^{ \pm}(\mathbf{r})=\left(W \underset{ \pm}{(r)} \Phi_{k l m}\right)(\mathbf{r}) \\
& =\left\{W\left(\underset{ \pm}{(r)} E^{2 m H_{0}}\left(\left[\left(k^{2}-\eta\right)^{1 / 2},\left(k^{2}+\eta\right)^{1 / 2}\right]\right) \Phi_{k l m}\right\}(\mathbf{r})\right. \\
& =\lim _{\epsilon \rightarrow+0} \Phi_{k l m}^{ \pm \epsilon}(\mathbf{r} ; \eta)
\end{aligned}
$$

i.e., the limit of (5.17) for $\epsilon \rightarrow+0$ (which exist at least in the weak sense of distributions) leads to the $\eta$-independent distorted wave for the long-range potential.

By applying Lemma 5.2 to the first two terms on the right-hand side we arrive at the conclusion that their contribution is of the form

$$
\begin{align*}
F_{k}^{ \pm}(\eta) & \left(\Phi_{\left(k^{2}+\eta\right)^{1 / 2} l m}(\mathbf{r})\right. \\
& \left.-\int d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \mp i \epsilon\right) V\left(\mathbf{r}^{\prime}\right) \Phi_{\left(k^{2}-\eta\right)^{1 / 2} l m}\left(\mathbf{r}^{\prime}\right)\right) \\
& -F_{k}^{ \pm}(-\eta)\left(\Phi_{\left(k^{2}-\eta^{1 / 2} l m\right.}\right)(\mathbf{r}) \\
& \left.-\int d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \mp i \epsilon\right) V\left(\mathbf{r}^{\prime}\right) \Phi_{\left(k^{2}-\eta\right)^{1 / 2} l m}\left(\mathbf{r}^{\prime}\right)\right) \\
& +N_{k l m}^{ \pm \varepsilon}(\mathbf{r} ; \eta) \tag{5.18}
\end{align*}
$$

where $N_{k l m}^{ \pm \epsilon}(\mathbf{r} ; \eta) \rightarrow 0$ as $\eta \rightarrow+0$ and by (5.12)

$$
\begin{align*}
F_{k}^{+}(\xi)= & \overline{F_{k}^{-}(\xi)}=\frac{k}{2 \pi q_{0}}\left[4\left(k^{2}+\xi\right)\right]^{-i q_{0} /\left(k^{2}+\xi\right)^{1 / 2}} \\
& \times \Gamma\left(1-\frac{i q_{0}}{\left(k^{2}+\xi\right)^{1 / 2}}\right) \exp \left(-\frac{\pi q_{0} \operatorname{sgn} \xi}{2\left(k^{2}+\xi\right)^{1 / 2}}\right. \\
& \left.+\frac{i q_{0}}{\left(k^{2}+\xi\right)^{1 / 2}} \log |\xi|\right) \tag{5.19}
\end{align*}
$$

where $\xi$ takes the values $\pm \eta$. Since at fixed $\epsilon>0$ the last term in (5.17) obviously vanishes in the limit $\eta \rightarrow+0$, we arrive at a conclusion concurrent with that of other authors, $17,18,23$ namely that off the energy shell the distorted wave for the long-range case behaves like the distorted wave for the theory with cut-off at $R$ in the limit $R \rightarrow \infty$ [cf. the terms in large parentheses in (5.18)] times the oscillating factors $F_{k}( \pm \eta)$.

The picture changes, however, if we take the limit $\epsilon \rightarrow+0$ in (5.17) for the purpose of computing the distorted spherical wave $\Phi_{k l m}^{ \pm}(\mathbf{r})$. In analyzing the behavior of the two terms in the large parentheses of (5.18) we cannot apply the result of Sec. 2 since the free spherical waves $\Phi_{k^{\prime} l m}$ which occur correspond to the energies $k^{\prime}=\left(k^{2}{ }_{ \pm} \eta\right)^{1 / 2}$ rather than $k$. Since no estimates uniform in $\epsilon$ could be derived for the difference between these two cases, we shall assume for the moment that we are dealing with a pure Coulomb case. In this case we can resort to a formula by Ford [cf. Ref.17, Eq. (75)] to compute the terms in large parentheses in (5.18), thus obtaining ${ }^{24}$

$$
\begin{align*}
& \Phi_{\left(k^{2}+\xi\right)^{1 / 2} l m}(\mathbf{r})-\int d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \pm i \epsilon\right) V\left(\mathbf{r}^{\prime}\right) \Phi_{\left(k^{2}+\xi\right)^{1 / 2} l m}\left(\mathbf{r}^{\prime}\right) \\
& = \\
& \quad \exp \left(\frac{i q_{0}}{\left(k^{2} \pm i \epsilon\right)^{1 / 2}} \log (\xi \mp i \epsilon)\right)  \tag{5.20}\\
& \quad \times\left[4\left(k^{2}+\xi\right)^{-i q_{0} /\left(k^{2} \pm i \epsilon\right)^{1 / 2}} h(k, \mathbf{r} ; \pm \epsilon),\right.
\end{align*}
$$

where

$$
\begin{aligned}
h(k, r ; \pm \epsilon)=\frac{1}{2} \exp ( & \left.-\frac{\pi q_{0}}{2\left(k^{2} \pm i \epsilon\right)^{1 / 2}}\right) \Gamma^{1 / 2}\left(1-\frac{i q_{0}}{2\left(k^{2} \pm i \epsilon\right)^{1 / 2}}\right) \\
& \times \Gamma^{1 / 2}\left(1+\frac{i q_{0}}{2\left(k^{2} \pm i \epsilon\right)^{1 / 2}}\right) \Phi_{\left(h^{2} \pm i \epsilon\right)^{1 / 2} l m}^{ \pm}(\mathbf{r})
\end{aligned}
$$

and $\Phi_{\left(k^{2} \pm i \epsilon\right)^{1 / 2}{ }_{l m}(\mathrm{r}) \text { converges to the Coulomb distorted }}$ spherical wave as $\epsilon \rightarrow+0$. Using the above result we see that the limit $\epsilon \rightarrow+0$ of (5.18) is well defined and yields

$$
\begin{align*}
& F_{k}^{ \pm}(\eta) \exp \left(\mp \frac{i q_{0}}{k} \log |\eta|\right)\left[4\left(k^{2}+\eta\right)\right]^{ \pm i q_{0} / k} h(k, \mathbf{r} ; \mp 0) \\
& \quad-F_{k}^{ \pm}(-\eta) \exp \left(\mp \frac{i q_{0}}{k}(\log |\eta| \mp i \pi)\right) \\
& \quad \times\left[4\left(k^{2}-\eta\right)\right]^{ \pm i q_{0} / k} h(k, \mathbf{r} ; \mp 0) \tag{5.21}
\end{align*}
$$

Due to the form of $F_{k}^{ \pm}(\xi)$ given by (5.19) we conclude that in the limit $\eta \rightarrow+0$ we obtain zero:

$$
\begin{align*}
& \lim _{\eta \rightarrow+0} \frac{k}{2 \pi q_{0}}\left\{\left[4\left(k^{2}+\eta\right)\right]^{\mp i q_{0} /\left(k^{2}+\eta\right)^{1 / 2}}\right. \\
& \times\left[4\left(k^{2}+\eta\right)\right]^{ \pm i q_{0} / k} \Gamma\left(1 \mp \frac{i q_{0}}{\left(k^{2}+\eta\right)^{1 / 2}}\right) \\
&\left.\left.\times \exp \left(-\frac{\pi q_{0}}{2\left(k^{2}+\eta\right)^{1 / 2}}+i q_{0} \log |\eta|\right\} \pm \frac{1}{\left(k^{2}+\eta\right)^{1 / 2}} \mp \frac{1}{k}\right\}\right) \\
& \times h(k, \mathbf{r} ; \mp 0)-\left[4\left(k^{2}-\eta\right)\right]^{\mp^{i} q_{0} /\left(k^{2}-\eta\right)}\left[4\left(k^{2}-\eta\right)\right]^{ \pm i q_{0} / k} \\
& \times \Gamma\left(1 \mp \frac{i q_{0}}{\left(k^{2}-\eta\right)^{1 / 2}}\right) \exp \left\{\left(\frac{\pi q_{0}}{2\left(k^{2}-\eta\right)^{1 / 2}}-\frac{\pi q_{0}}{k}\right)\right. \\
&\left.\quad+i q_{0} \log |\eta|\left\{ \pm \frac{1}{\left(k^{2}-\eta\right)} \mp \frac{1}{k}\right\}\right\} h(k, \mathbf{r} ; \mp 0) . \tag{5.22}
\end{align*}
$$

Now if we examine (5.17) and take first the limit $\epsilon \rightarrow+0$ and then $\eta \rightarrow+0$, we conclude from (5.22) and Lemma 5.3 that the terms which contribute to the Cqulomb distorted wave are those containing the expression $Q^{(1)}$ given in (A2) and the commutator term in (5.17). Thus

$$
\begin{aligned}
\Phi_{k l m}^{ \pm}(\mathbf{r})= & \lim _{\eta \rightarrow+0} \lim _{\epsilon \rightarrow+0}\left\{\left(\frac{k}{2 m \pi i}\right)\right. \\
& \times \int_{\mathbb{R}^{3}} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \mp i \epsilon\right) \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime} \\
& \times \Phi_{k^{\prime} l m}\left(\mathbf{r}^{\prime}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \\
& \times \exp \left[\frac{q_{0}}{k^{\prime}}\left(-\frac{\pi}{2}+i \log \left(k^{\prime 2}-k^{2}\right)\right)\right] \\
& +\left(\frac{k}{2 \pi q_{0}}\right) \int_{\mathbb{R}} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime} ; k^{2} \mp i \epsilon\right)
\end{aligned}
$$

$$
\begin{align*}
& \times V\left(\mathbf{r}^{\prime}\right) \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime} \frac{\partial \Phi_{k^{\prime} l m}\left(\mathbf{r}^{\prime}\right)}{\partial k^{\prime}} \\
& \times\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \\
& \left.\times \exp \left[\frac{q_{0}}{k^{\prime}}\left(-\frac{\pi}{2}+i \log \left(k^{\prime 2}-k^{2}\right)\right)\right]\right\} \tag{5.23}
\end{align*}
$$

where the above limits are to be taken only after a smearing in the energy is first carried out. Hence on the energy shell it is the term containing $\left[H_{0}, Z(\eta)\right]$ and a term from the integral of the product of the Green's function, potential and free spherical wave which contribute most to the distorted Coulomb wave $\Phi_{k l m}^{ \pm}(\mathbf{r})$ if $\eta>0$ is sufficiently small.

While the above result is valid only for the pure Coulomb potential we expect that it is true also for Coulomb-like potentials. We should point out now that the fact that ( 5.10 ) is true (in the weak sense of distributions) regardless of the order in which the two limits $R \rightarrow+\infty$ and $\zeta \rightarrow \mathbf{k}^{2} / 2 m$ are taken is due to the presence of cutoff dependent factors in $\Phi_{\mathbf{k}, R}^{ \pm}$which oscillate as $R \rightarrow+\infty$. These factors were first extracted in the pure Coulomb case, ${ }^{18}$ but they are actually present in the Coulomb-like case. 25 We show elsewhere ${ }^{25}$ that once these factors are extracted from the distorted wavefunction corresponding to the cutoff case at real energies (i.e., after the limit $\zeta \rightarrow \mathbf{k}^{2} / 2 m$ has been taken, then we can remove the cutoff (i.e., take the limit $R \rightarrow \infty$ ) and recover the distorted wavefunction for the Coulomb-like case. This procedure turns out to be valid not only for the two-body case but also for the general $n$-body case in all channels. ${ }^{25}$

Finally, let us point out that the above considerations extend immediately to the $T$ matrix since on the energyshell for any $\eta>0$ [cf. (3.20)]

$$
\begin{aligned}
\left(k l m|T| k l^{\prime} m^{\prime}\right)= & \int_{Q^{3}} \overline{\Phi_{k l m}(\mathbf{r})}\left(Z^{(\eta) * V)(\mathbf{r}) \Phi_{k l m}^{-}(\mathbf{r}) d \mathbf{r}}\right. \\
& +\int_{Q^{3}} \overline{\Phi_{k l m}(\mathbf{r})}\left(\left[Z^{(\eta) *}, H_{0}\right] \Phi_{k l m}^{-}\right)(\mathbf{r}) d \mathbf{r}
\end{aligned}
$$

[naturally, the above expression contains a $\delta_{l l}$, factor if $V(\mathbf{r})$ is spherically symmetric]. Note that the normalization of the spherical waves $\Phi_{k l m}(\mathbf{r})$ was chosen in Lemma 5.2 in such a manner that the $T$ operator in (1.8) is related to the above $T$ matrix by

$$
(T f)(k, l, m)=\sum_{l^{\prime}=0}^{\infty} \sum_{m^{\prime}=-l}^{+l}\left(k l m|T| k l^{\prime} m^{\prime}\right) f\left(k, l^{\prime}, m^{\prime}\right)
$$

if we work in the space $\underset{\substack{\infty}}{\stackrel{+l}{\oplus}}{ }_{m=-l} L^{2}([0, \infty))$, i.e., if we let $T$ act on $f$ with $f(k, l, m) \in L^{2}([0, \infty))$ for each $(l, m)$. It should be emphasized that the above $T$ matrix has the usual physical interpretation despite the long-range nature of the potential $V(\mathbf{r})$ since the adopted choice of $G\left(H_{0} ; t\right)$ in (1.2) makes the renormalized wave-operators $W(r)$ physical ${ }^{4}$ and hence preserves (cf. Ref. 4) the customary relationship between the $T$ matrix and differential cross section.

## APPENDIX

We make the following substitution in (5.13)

$$
\begin{aligned}
& \exp \left(\frac{i q_{0}}{k^{\prime}} \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right) \\
& \quad=\left(\frac{i q_{0}}{k^{\prime}}+1\right)^{-1}\left\{\frac{d}{d\left(k^{\prime 2}\right)} \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right]\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{i q_{0}}{2 k^{\prime 3}} \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right) \\
& \left.\times \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right]\right\}
\end{aligned}
$$

and then integrate the first term by parts. This gives the following expression

$$
\begin{align*}
& -\frac{1}{\pi q_{0}}\left(\frac{1}{2 \rho}\right)\left(\Phi_{k^{\prime} l m}(\mathbf{r}) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{2}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right)\right. \\
& \times\left(\frac{i q_{0}}{k^{\prime}}+1\right)^{-1}\left\{\exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k+\rho)^{2}\right)\right]\right. \\
& \left.\left.\left.-\exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k-\rho)^{2}\right)\right]\right\}\right)\right)_{k^{\prime}=\left(k^{2}-\eta\right)^{1 / 2}}^{k^{\prime}=\left(k^{2}+\eta\right)^{1 / 2}} \\
& +\frac{1}{4 \pi q_{0}}\left(\frac{1}{2 \rho}\right) \int_{k^{2}-\eta}^{k^{2}+\eta} d\left(k^{\prime 2}\right) \\
& \times\left\{\exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k+\rho)^{2}\right)\right]\right. \\
& \left.-\exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k-\rho)^{2}\right)\right]\right\} \frac{d}{d\left(k^{\prime 2}\right)} \\
& \times\left[\Phi_{k^{\prime} l m}(\mathbf{r}) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\right. \\
& \left.\times\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right)\left(\frac{i q_{0}}{k^{\prime}}+1\right)^{-1}\right] \\
& -\frac{i}{8 \pi}\left(\frac{1}{2 \rho}\right) \int_{k^{2}-\eta}^{k^{2}+\pi} d\left(k^{\prime 2}\right)\left(\frac{1}{k^{\prime}}\right) \Phi_{k^{\prime} l m}(\mathbf{r}) \\
& \times \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \\
& \times \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right)\left(\frac{i q_{0}}{k^{\prime}}+1\right)^{-1}\left\{\log \left(k^{\prime 2}-(k+\rho)^{2}\right)\right. \\
& \times \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k+\rho)^{2}\right)\right] \\
& -\log \left(k^{\prime 2}-(k-\rho)^{2}\right) \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right)\right. \\
& \left.\left.\times \log \left(k^{\prime 2}-(k-\rho)^{2}\right)\right]\right\} . \tag{A1}
\end{align*}
$$

We can now take the limit $\rho \rightarrow+0$ explicitly in the first term of the above expression. This yields the expression for $P_{k l m}(r ; \eta)$ in (5.12). The limits $\rho \rightarrow+0$ in the second and third terms of (A1) are equivalent to differentiating the integral with respect to the parameter $\rho$. Differentiating the integral with respect to the parameter $\rho$ is justified if the derivative in $\rho$ of the integrand can be bound by an integrable function which is independent of $\rho$ (cf. Ref. 21, p. 124). For the second term of (A1) this is easily verified to be true. Hence, by differentiating that term we obtain $Q_{k l m}^{(1)}(\mathbf{r} ; \eta)+$ $Q_{k l m}^{(2)}(\mathrm{r} ; \eta)$, where

$$
\begin{align*}
& Q_{k l m}^{(1)}(\mathbf{r} ; \eta)=-\frac{k}{2 \pi q_{0}} \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} d k^{\prime} \\
& \quad \times\left(\frac{\partial}{\partial k^{\prime}} \Phi_{k^{\prime} l m}(\mathbf{r})\right) \exp \left(\frac{i q_{0}}{k^{\prime}} \log \left(k^{\prime 2}-k^{2}\right)\right) \\
& \quad \times \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right) \tag{A2}
\end{align*}
$$

$$
\begin{align*}
& Q_{k l m}^{(2)}(\mathbf{r} ; \eta)=-\frac{k}{2 \pi q_{0}} \int_{\left(k^{2}-\eta\right)^{1 / 2}}^{\left(k^{2}+\eta\right)^{1 / 2}} \\
& \quad \times d k^{\prime} \Phi_{k^{\prime} l m}(\mathbf{r})\left(\frac{i q_{0}}{k^{\prime}}+1\right) \exp \left(\frac{i q_{0}}{k^{\prime}} \log \left(k^{\prime 2}-k^{2}\right)\right) \\
& \quad \times \frac{d}{d k^{\prime}}\left[\exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}}\left(\frac{i q_{0}}{k^{\prime}}+1\right)^{-1}\right. \\
& \left.\quad \times \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right)\right] . \tag{A3}
\end{align*}
$$

Differentiation with respect to $\rho$ of the integrand in the third term in (A1) does not yield a function which can be bounded by a $\rho$-independent Lebesgue integrable function of $k^{\prime} \in\left[\left(k^{2}-\eta\right)^{1 / 2},\left(k^{2}+\eta\right)^{1 / 2}\right]$. Hence, in order to take the limit $\rho \rightarrow+0$ of the third term of (A1) we integrate that term by parts with respect to the function $\log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]$. This yields the following expression:

$$
\begin{align*}
& \sum_{ \pm \rho}\left(\frac{1}{ \pm 2 \rho}\right) f_{0}\left(k^{\prime}\right)\left\{\left(\log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]-1\right)\right. \\
& \left.\quad \times \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+2\right) \log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]\right]\right\}\left.\right|_{\left(k^{2}-\eta\right)^{1 / 2}} ^{\left(k^{2}+\eta\right)^{1 / 2}} \\
& \quad-\sum_{ \pm \rho}\left(\frac{1}{ \pm 2 \rho}\right) \int_{k^{2}-\eta}^{k^{2}+\eta} d\left(k^{\prime 2}\right)\left\{\left\{\log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]-1\right\}\right. \\
& \quad \times \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+2\right) \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right] \\
& \quad \times \frac{d f_{0}\left(k^{\prime}\right)}{d\left(k^{\prime 2}\right)}-\frac{i q_{0}}{2 k^{\prime 3}}\left\{\log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]-1\right\} \\
& \quad \times \log \left[k^{\prime 2}-(k \pm \rho)^{2}\right] \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+2\right)\right. \\
& \left.\quad \times \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right] f_{0}\left(k^{\prime}\right)-\left(\frac{i q_{0}}{k^{\prime}}+1\right) \\
& \quad \times\left\{\log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]-1\right\} \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right)\right. \\
& \left.\left.\quad \times \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right] f_{0}\left(k^{\prime}\right)\right\}, \tag{A4}
\end{align*}
$$

where

$$
\begin{aligned}
& f_{0}\left(k^{\prime}\right)=\frac{-i}{8 \pi k^{\prime 3}} \Phi_{k^{\prime} l m}(\mathbf{r}) \exp \left(-\frac{\pi q_{0}}{2 k^{\prime}}\right)\left(2 k^{\prime}\right)^{-2 i q_{0} / k^{\prime}} \\
& \times \Gamma\left(1-\frac{i q_{0}}{k^{\prime}}\right)\left(1+\frac{i q_{0}}{k^{\prime}}\right)^{-1}
\end{aligned}
$$

and $\sum \pm \rho$ refers to the sum of the two terms following the $\operatorname{sign} \sum$ and corresponding to $(+\rho)$ and $(-\rho)$, respectively. The limit $\rho \rightarrow+0$ can be taken by Ref. 21 in each term of the integrand of the above expression except the last one. This term is of the same form as the integrand of the last term in (A1) multiplied by the factor $\left[-\left(i q_{0} / k^{\prime}\right)+1\right]$. If we add and subtract the following two expressions

$$
\begin{aligned}
& \frac{i q_{0}}{(k \pm \rho)}\left(\frac{1}{2 \rho}\right) \int_{k^{2}-\eta}^{k^{2}+\eta} d\left(k^{\prime 2}\right) f_{0}\left(k^{\prime}\right) \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right) \\
& \\
& \quad \times \exp \left(\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left(k^{\prime 2}-(k \pm \rho)^{2}\right)\right)
\end{aligned}
$$

we see that the last term of (A1) is equal to

$$
\begin{align*}
& \pm\left(2+\frac{i q_{0}}{k \pm \rho}\right)^{-1}\left\{g_{0}(k, \eta ; \rho)+\frac{i q_{0}}{2 \rho} \int_{k^{2}-\eta}^{k^{2}+\eta} d\left(k^{\prime 2}\right) f_{0}\left(k^{\prime}\right)\right. \\
& \quad \times\left(\frac{k \pm \rho-k^{\prime}}{k^{\prime}(k \pm \rho)}\right) \log \left[k^{\prime 2}-(k \pm \rho)^{2}\right] \\
& \quad \times \exp \left[\left(\frac{i q_{0}}{k^{\prime}}+1\right) \log \left[k^{\prime 2}-(k \pm \rho)^{2}\right]\right\}, \tag{A5}
\end{align*}
$$

where $g_{0}(k, \eta ; \rho)$ consists of the terms in (A4) for which the limit $\rho \rightarrow+0$ can either be taken explicitly or by using the theorem in Ref. 21, p.124. Now, we can apply this theorem to the second term of the integrand in (A5). Hence we conclude that the limit $\rho \rightarrow+0$ can be taken in (A5) and is obtained by differentiating the integrand with respect to $\rho$ and afterwards setting $\rho=0$. Thus the limit $\rho \rightarrow+0$ of (A5) is given by a term $Q_{k l m}^{(3)}(\mathbf{r} ; \eta)$ which goes to zero as $\eta \rightarrow+0$.

The above results imply that (5.11) is true, where

$$
\begin{equation*}
Q_{k l m}(\mathbf{r} ; \eta)=Q_{k l m}^{(1)}(\mathbf{r} ; \eta)+Q_{k l m_{i}}^{(2)}(\mathbf{r} ; \eta)+Q_{k l m_{m}}^{(3)}(\mathbf{r} ; \eta) \tag{A6}
\end{equation*}
$$
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#### Abstract

The concept of bra-vector is endowed with a precise mathematical meaning by taking a Hilbert-space $\mathcal{H C}$ (whose elements are the ket-vectors) and embedding it into a larger bra-space $£$. The space $£$ is constructed by fitting together all the different spaces with "negative" norm corresponding to equipping operators $D$ in $\mathfrak{H C}$. It is shown that the formal manipulations of Dirac's formalism become theorems on the resulting extended Hilbert space structure $\mathfrak{H \subset L}$. On $\mathcal{L}$ we define topologies and bra-adjoints of operators in $\mathfrak{H}$ and investigate their properties. We show how these results can be used in deriving rigorous versions of the typical relations involving distorted waves in time-independent scattering theory. By applying this formalism to Fock space we obtain an extended Fock space framework suitable for the rigorous formulation of the concept of a field at a point in configuration or momentum space.


## 1. INTRODUCTION

In the present paper we adopt the theory of equipped Hilbert spaces ${ }^{1}$ recently applied ${ }^{2}$ to stationary quantum scattering theory as the basis of a general rigorous formulation of Dirac's bra and ket formalism. ${ }^{3}$ There have been in recent years a number of attempts ${ }^{4-12}$ (see the Refs. 7-9 for surveys of such work) in this direction, mostly based on rigged ${ }^{6-11}$ or nested ${ }^{12}$ Hilbert spaces $\Phi \subset \mathfrak{H} \subset \Phi^{\prime}$. The triplets constituting these spaces consist in general of a Hilbert space $\nVdash$, a dense subset $\Phi$ (the "ket" space) of $\mathfrak{K}$ which is endowed with a finer topology (usually countably normed) than the strong topology of $\mathcal{F}$ and is nuclearly embedded in $\Re$, and of the dual $\Phi$ ' of $\Phi$ (the "bra" space). Their scope in applications to quantum mechanics is limited by the relative intricacy of these topologies as well as by the fact that the generalized expansions of different noncommuting observables might lie ${ }^{9}$ in different spaces $\Phi^{\prime}$ if the corresponding operators do not have a common domain of essential self-adjointness.
An equipped Hilbert space $\mathscr{K}_{+} \subset \mathcal{K} \subset \mathscr{K}_{-}$also consists of a triplet in which $\mathcal{K}_{+}$(called the space with positive norm ${ }^{1}$ in the triplet) is a dense linear subset of $\mathfrak{F e}$, but it is supplied with an inner product which makes it into a Hilbert space and its embedding in $\Re$ is quasinuclear. ${ }^{13}$ This implies the existence of an operator $D$ (to be called the equipping operator) which maps isometrically $\mathscr{K}_{+}$onto $\mathscr{K}_{\mathscr{C}}$ and has an inverse $D^{-1}$ which is Hil-bert-Schmidt as an operator from $\mathfrak{H}$ to $\mathscr{H}$. When $D$ is self-adjoint its extension $\mathbb{D}$ to $\mathscr{K}$ provides a unitary transformation of $\mathscr{H}$ onto a larger Hilbert space $\mathcal{K}_{\text {- }}$, $K_{1} \supset \mathbb{K}$ (called the space with negative norm in the triplet $\mathscr{K}_{+} \subset \mathscr{K} \subset \mathscr{K}_{-}$). The quasinuclearity of the embedding $\mathfrak{K}_{+} \rightarrow$ 茯 turns out to be a necessary as well as a sufficient condition ${ }^{1}$ for having the space $\mathfrak{K}$. contain generalized expansions for arbitrary self-adjoint operators in $\mathfrak{H}$.
In most of Sec. 2 we present some of the basic features of the theory of equipped Hilbert spaces from a point of view which puts the onus on the equipping operator $D$ rather than on $\mathscr{K}_{+}$. We require such an approach since one of the main goals we are after is to give a universal meaning to the concept of bra-adjoint $A^{+}$of arbitrary bounded or densely defined unbounded operators $A$. It is clear from the outset that this will not be possible if working with a fixed triplet $\mathbb{K}_{+} \subset \mathfrak{H} \subset \mathfrak{K}_{-}$. By means of the procedure in Sec. 2 we assign a triplet $\mathscr{K}_{D} \subset \mathfrak{K} \subset \mathscr{K}_{D}^{+}$ to every equipping operator $D$. Then in Sec. 3 we show how to "fit together," so to speak, all such triplets. By fitting together spaces with negative norm $\mathfrak{K}_{D}^{+}$we arrive at a larger space $\mathcal{L}$, which we call the bra-space.

The Hilbert space $\mathcal{T C}$ can be identified with a linear subspace $\mathscr{L}_{\text {ket }}$ of $\mathcal{L}$ ( $\mathcal{L}$ is not linear but vector operations can be defined for some of the elements of $\mathscr{L}$ ). We call the resulting ordered pair $\AA_{k e t} \subset \mathcal{L}$ an extended Hilbert space. The construction of this space is purely algebraic, but different topologies can be introduced, two of which are explicitly considered in Sec.3. The inner product $\langle\cdot \mid \cdot\rangle$ on $\mathfrak{H}$ is extended to a sesquilinear form $(\cdot|\cdot\rangle$ in $\mathcal{L} \times \mathcal{L}_{k e t}$, with respect to which the concept of braadjoint $A^{+}$of an operator $A$ in $\mathcal{L}_{\text {ket }} \equiv \mathfrak{F}$ is then defined. The key ingredient in the construction of $\mathfrak{\&}$ which enables the introduction of the concept of the bra-adjoint $A^{+}$for a much larger class of operator than it is possible when we restrict ourselves to a single equipped Hilbert space is contained in the fact that $\mathcal{L}$ is constructed out of sequences $\left\{f_{n}\right\}$ of vectors $f_{n}$ in $\mathscr{H}$. Hence $\left\{A^{*} f_{n}\right\}$ can be always defined and although in general it does not belong to the same space with negative norm as $\left\{f_{n}\right\}$ did, it will belong to another such space, i.e., it will determine an element of $\mathscr{L}$. Since such a construction is not based directly on duality, it bypasses the restrictions usually imposed ${ }^{4}$ on $A$ in constructing $A^{+}$. A slightly different construction of the bra-space is presented in Sec. 7.
In Sec. 4 we find necessary and sufficient conditions for existence of Green's functions in spectral representation spaces of complete sets of observables. We show in Sec. 5 how the introduced framework can be used to endow with precise mathematical meaning some of the key formal manipulations encountered in time-independent scattering theory for free and distorted waves. The last section is presented only as an illustration of the applicability of the present formalism to quantum field theory. It is clear, however, that in this context the scope of the present formalism extends beyond the physically uninteresting case of free quantum fields. We intend to elaborate on this point on a future occasion.
In conclusion we would like to emphasize that we have not attempted to attach any physical meaning to those bra-vectors which are not also ket-vectors. Thus, we adopt the attitude that the physical interpretation of the theory is based exclusively on "wave-packets" and that observables are associated with self-adjoint operators in the Hilbert space $\mathbb{K}$ (i.e., the ket-space). The objects in bra-space are only auxiliary mathematical objects which the extensive experience accumulated by physicists has established as being of great computational value.

## 2. EXPANSIONS IN GENERALIZED EIGENVECTORS OF A COMPLETE SET OF OBSERVABLES

Let $\mathfrak{H}$ be an infinite-dimensional complex separable

Hilbert space with an inner product $\langle\cdot \mid \cdot\rangle$ which is linear in the right-hand side variable and determines the vector norm $\|\cdot\|$. We shall present in this section a rigorous theory of eigenfunction expansions for arbitrary self-adjoint operators in $\mathfrak{H}$ which embodies all the essential features of Dirac's formalism. The starting point is the notion of equipment ${ }^{1}$ for $\mathscr{K}$. Since we shall find it necessary to deal simultaneously with different equipments, we base this notion on first introducing an equipping operator $D$ and then building the spaces with positive and negative norms corresponding to $D$, rather than on the diametrically opposed procedure adopted in Ref. 1, in which these spaces are introduced first and the existence of an equipping operator $D$ is deduced afterwards. The advantage of the first approach will become apparent in the next two sections when we discuss the construction of a bra-space $\mathcal{L}$ and the existence of adjoints in $\mathcal{L}$ of operators acting in $\mathfrak{H}$.

Lemma 2.1: Let $D$ be a densely defined operator in $\mathcal{H}$ with range equal to $\mathscr{H}$ and having an inverse $D^{-1}$ of bound equal to one. The domain of definition $\operatorname{D}(D)$ of $D$ is a separable Hilbert space $\mathcal{K}_{D}$ (called the space with positive norm corresponding to $D$ ) with inner product $\langle\cdot \mid \cdot\rangle_{D}$,

$$
\begin{equation*}
\langle f \mid g\rangle_{D}=\langle D f \mid D g\rangle, \quad f, g \in \mathcal{K}_{D} \tag{2.1}
\end{equation*}
$$

and vector norm $\|\cdot\|_{D}$ for which

$$
\begin{equation*}
\|f\|_{D} \geq\|f\|, \quad f \in \mathcal{K}_{D} \tag{2.2}
\end{equation*}
$$

Proof: The functional $\langle\cdot \mid \cdot\rangle_{D}$ introduced in (2.1) is obviously a sesquilinear form in $\mathscr{D}(D) \times \mathscr{D}(D)$. If $f \neq 0$ then $\langle f \mid f\rangle_{D}=\langle D f \mid D f\rangle>0$ since $\langle f \mid f\rangle_{D}=0$ implies $D f=0$ and consequently $f=D^{-1}(D f)=0$. Thus $\langle\cdot \mid \cdot\rangle$ is an inner product on the vector space $\mathfrak{D}(D)$. This space provided with this inner product is a unitary space denoted by $\mathscr{K}_{D}$. To prove the completeness of this unitary space, consider a Cauchy sequence $f_{1}, f_{2}, \cdots$ in $\mathcal{K}_{D}$. Since

$$
\left\|D f_{m}-D f_{n}\right\|=\left\|D\left(f_{m}-f_{n}\right)\right\|=\left\|f_{m}-f_{n}\right\|_{\nu}
$$

we conclude that $D f_{1}, D f_{2}, \cdots$ converges in the $\|\cdot\|$-norm to a limit $g \in \mathscr{H}$. In view of the fact that the range of $D$ is $\mathscr{H}$, there is a vector $f \in \mathcal{K}_{D}$ for which $g=D f$. We have

$$
\left\|f_{n}-f\right\|_{D}=\left\|D f_{n}-D f\right\| \rightarrow 0
$$

thus establishing that $\mathcal{K}_{D}$ is a Hilbert space.
The inequality (2.2) is an immediate consequence of the requirement that $\left\|D^{-1}\right\|=1$ :

$$
\|f\|=\left\|D^{-1}(D f)\right\| \leq\|D f\|=\|f\|_{D}
$$

Finally, the separability of $\mathcal{K}_{D}$ follows from the separability of $\mathcal{K}$ since the existence in $\mathcal{K}$ of a countable dense set $\left\{f_{1}, f_{2}, \cdots\right\}$ implies that the countable set $\left\{D^{-1} f_{1}\right.$, $\left.D^{-1} f_{2}, \cdots\right\}$ is dense in $\mathcal{K}_{D}$.
In Ref. 1, p. 36, Berezanskii- proves the converse to the above lemma, namely that to any Hilbert space $\mathcal{K}$ which is a dense subset of $\mathscr{H}$ and for which (2.2) holds on all $f \in \mathcal{K}$ corresponds a positive-definite operator $D_{0}$ mapping $\mathcal{K}$ into $\mathcal{H}$ and having a left inverse $D_{0}^{-1}$ of bound one. Naturally, once the existence of such a $D_{0}$ is established, any operator of the form $D=U D_{0}$ with $U$ unitary can be substituted for $D_{0}$, and in general these substituted operators are not positive-definite.

Lemma 2.2: Let the adjoint $D^{*}$ of $D$ be a densely defined operator in $\mathcal{K}$ with range $\mathcal{H}$ and having an inverse $D^{*-1}$ of bound one, and denote by $(\cdot \mid \cdot)_{D}$ the sesquilinear form

$$
\begin{equation*}
(f \mid g)_{D}=\left\langle D^{*-1} f \mid D^{*-1} g\right\rangle \tag{2.3}
\end{equation*}
$$

on $\mathcal{H} \times \mathscr{H}$. This sesquilinear form is an inner product on $\mathcal{H}$, with the property

$$
\begin{equation*}
\|f\|_{\mathbb{D}^{-1}}=(f \mid f)_{D}^{1 / 2} \leq\|f\|, \quad f \in \mathcal{H} \tag{2.4}
\end{equation*}
$$

Let $\mathcal{K}_{D}^{\dagger}$ denote the completion ${ }^{14}$ of $\mathcal{K}$ with respect to this inner product ( $\mathcal{K}_{D}^{+}$is called ${ }^{1}$ the space with negative norm corresponding to $D$ ). If $D^{*}$ is considered as a mapping from $\mathcal{F}$ to $\mathcal{K}_{D}^{+}$, then it can be extended uniquely to a unitary operator $\mathbb{D}$ mapping $\mathcal{K}$ onto $\mathcal{K}_{D}^{+}$,

$$
\begin{equation*}
(\mathbb{D} f \mid \mathrm{D} g)_{D}=\langle f \mid g\rangle, \quad f, g \in \mathcal{K} \tag{2.5}
\end{equation*}
$$

$\mathcal{K}_{D}^{\dagger}$ is a separable Hilbert space.
Proof: The sesquilinear form $(\cdot \mid \cdot)_{D}$ is positive definite. In fact, if $\|f\|_{D-1}=0$ then $D^{*-1} f=0$. Since $D^{*}$ has range $R\left(D^{*}\right)=\mathscr{H}$, there is a vector $g \in \mathscr{D}\left(D^{*}\right)$ for which $f=D^{*} g$ 。Thus $g=D^{*-1} D^{*} g=D^{*-1} f=0$ and consequently $f=0$.
To prove the existence and unitarity of $D$ note that for any $f, g \in \mathscr{K}_{D}$

$$
\left(D^{*} f \mid D^{*} g\right)_{D}=\left\langle D^{*-1} D^{*} f \mid D^{*-1} D^{*} g\right\rangle=\langle f \mid g\rangle
$$

Hence, by the extension principle, ${ }^{14} D^{*}$ can be extended in a unique manner to an isometric linear mapping $\mathbb{D}$ of $\mathcal{K}$ into $\mathcal{K}_{D}^{+}$. To show that the range of $\mathbb{D}$ is $\mathcal{K}_{D}^{+}$, note that $\mathscr{H}$ is dense in $\mathcal{K}_{D}^{+}$and therefore for any $f \in \mathscr{K}_{D}^{+}$there is a sequence $D^{*} g_{1}, D^{*} g_{2}, \cdots \in \mathcal{H}$ converging in the $\|\cdot\|_{D-1}$-norm to $f$. Furthermore, as

$$
\left\|g_{m}-g_{n}\right\|=\left\|D^{*-1}\left(D^{*} g_{m}-D^{*} g_{n}\right)\right\|=\left\|D^{*} g_{m}-D^{*} g_{n}\right\|_{D^{-1}}
$$

the sequence $g_{1}, g_{2}, \cdots \in \mathscr{D}\left(D^{*}\right)$ converges in the $\|\cdot\|$ norm to a limit $g \in \mathcal{H}$. Hence $f=\mathbb{D} g$.
Finally, the separability of $\mathcal{K}_{D}^{\dagger}$ follows from the separability of $\mathcal{K}$ and the unitary equivalence of $\mathcal{K}$ and $\mathcal{K}_{D}^{+}$ expressed by (2.5).
In the sequel we shall consider only operators $D$ which together with their adjoints $D^{*}$ satisfy the conditions stipulated in Lemma 2.1. We shall refer to the pair $\left(\mathcal{K}_{D}, \mathcal{K}_{D}^{+}\right)$by the name "equipment of $\mathscr{K}^{\text {e corresponding }}$ to $D "$. The ordered triple $\mathcal{K}_{D} \subset \mathscr{H} \subset \mathscr{H}_{D}^{\dagger}$ is called an equipped Hilbert space.
In the preceding two lemmas we have shown that any choice of an operator $D$ which satisfies the conditions stipulated in Lemma 2.1 but is not necessarily possi-tive-definite or even self-adjoint, leads to a particular choice of equipment. Due to the nature of the later considerations in which many different equipments of $\mathfrak{H C}$ are simultaneously considered, this approach is more convenient for the applications we have in mind than the approach advocated in Ref. 1 , in which $\mathscr{K}$ is chosen first and $D$ is constructed afterwards as a positive-definite operator. In fact, this positive definiteness is a restriction which is exceedingly cumbersome in constructing specific operators $D$ well-suited to scattering theory. ${ }^{2}$ Moreover, the present approach also emphasizes the generalized inner product ${ }^{15}$ aspect of an equipped Hilbert space, in which $\mathcal{K}_{D}^{+}$is the enveloping space, $\mathfrak{K}$ the nucleus and $\{\mathbb{D}\}$ the "adequate" family of operators
from $K_{D}^{+}$to $\mathscr{K}^{C}$ determining the various topologies ${ }^{15}$ in such spaces.

Theorem 2.1: Suppose that $D$ and $D^{*}$ satisfy the conditions of Lemmas 2.1 and 2.2. Then there is a unique sesquilinear form $\left(f|g\rangle_{D}\right.$ defined for all $f \in \mathscr{K}_{D}^{+}$and all $g \in \mathscr{K}_{D}$ which is continuous in both arguments with respect to the norm topology of the respective Hilbert spaces and such that

$$
\begin{align*}
& \left(f|g\rangle_{D}=\langle f \mid g\rangle, \quad f \in \mathfrak{K}, \quad g \in \mathbb{K}_{D},\right.  \tag{2.6}\\
& \left(\mathbb{D} f|g\rangle_{D}=\langle f \mid D g\rangle, \quad f \in \mathfrak{K}, \quad g \in \mathbb{K}_{D},\right. \tag{2.7}
\end{align*}
$$

for all $f \in \mathscr{H}$ and all $g \in \mathscr{K}_{D}$. Furthermore, the mapping $M: \mathcal{K}_{D}^{+} \rightarrow \mathcal{K}_{D}^{\prime}$ which takes an element $f$ of $\mathcal{K}_{D}^{\dagger}$ into the functional $\left(\left.f\right|^{\circ}\right\rangle_{D}$ on $K_{D}$ is a one-to-one antilinear mapping of $\mathscr{K}_{\nu}^{+}$onto the dual $\mathcal{K}_{D}^{\prime}$ of $\mathscr{K}_{D}$. Any bounded operator $A$ on $\mathscr{K}_{D}$ has a unique adjoint $A^{\dagger}$ in $\mathcal{K}_{D}^{\dagger}$,

$$
\begin{equation*}
\left(A^{\dagger} f|g\rangle_{D}=\left(f|A g\rangle_{D}, \quad f \in \mathbb{K}_{D}^{+}, \quad g \in \mathbb{K}_{D},\right.\right. \tag{2.8}
\end{equation*}
$$

which is a bounded operator on $\varkappa_{\nu}^{+}$, and coincides with $A^{*}$ on the domain $D\left(A^{*}\right)$ of $A^{*}$, i.e.,

$$
\begin{equation*}
A^{+} f=A^{*} f, \quad f \in \mathscr{D}\left(A^{*}\right) \tag{2.9}
\end{equation*}
$$

Proof: For any $f \in \mathcal{H}$ and $g \in \mathcal{K}_{D}$

$$
\begin{equation*}
\langle f \mid g\rangle=\left\langle f \mid D^{-1} D g\right\rangle=\left\langle\left(D^{-1}\right)^{*} f \mid D g\right\rangle . \tag{2.10}
\end{equation*}
$$

Since $\left(D D^{-1}\right)^{*}$ is the identity operator on $\mathfrak{C}$, we have $\left(D^{-1}\right)^{*}=D^{*-1}$. We recall that D is the extension of $D^{*}$. Hence (2.10) assumes the form

$$
\begin{equation*}
\langle f \mid g\rangle=\left\langle\mathbb{D}^{-1} f \mid D g\right\rangle, \quad f \in \mathcal{K}^{\prime}, \quad g \in \mathbb{K}_{D} \tag{2.11}
\end{equation*}
$$

which makes it obvious that an extension of the above sesquilinear form to all $f \in \mathscr{K}_{D}^{+}$is possible since $\mathscr{K}^{+}$is dense in $\mathscr{K}_{D}^{+}$and $D^{-1}$ is a bounded operator from $\mathscr{K}_{D}^{+}$to $\mathfrak{H}$. Moreover, (2.6) becomes true by the definition

$$
\begin{equation*}
\left(f|g\rangle_{D}=\left\langle\mathbb{D}^{-1} f \mid D g\right\rangle, \quad f \in \mathscr{K}_{D}^{+}, \quad g \in \mathscr{K}_{D},\right. \tag{2.12}
\end{equation*}
$$

while (2.7) is obtained from (2.11) and (2.12) by setting $f=\mathrm{D} h$ with $h \in \mathcal{F}$.
Since for any fixed $f \in \mathbb{K}_{D}^{\dagger}$ the linear functional $L_{f}(\cdot)=$ $\left(f|\cdot\rangle_{D}\right.$ is bounded on $\mathcal{K}_{D}$,

$$
\left|\left(f|g\rangle_{D} \mid \leq\left\|\mathbb{D}^{-1} f\right\|\|D g\|=\left\|D^{-1} f\right\|\|g\|_{D},\right.\right.
$$

it represents an element of $\mathcal{K}_{D}^{\prime}$. The mapping $M: f \rightarrow L_{f}$ of $\mathscr{K}_{D}^{\dagger}$ into $\mathcal{K}_{D}^{\prime}$ is obviously antilinear. Furthermore, if $L_{f}(g) \equiv 0$ then by (2.11) $\mathrm{D}^{-1} f=0$ and consequently $f=\mathrm{DD}^{-1} f=0$. Hence $M$ is one-to-one. In order to see that the range of $M$ is $\mathbb{K}_{D}^{\prime}$ note that if $L(\cdot) \in \mathscr{K}_{D}^{\prime}$, then by Riesz' theorem there is a vector $h \in \mathscr{K}_{D}$ such that for any $g \in \mathcal{K}_{\boldsymbol{D}}$

$$
L(g)=\langle h \mid g\rangle_{D}=\langle D h \mid D g\rangle=\left\langle\mathbb{D}^{-1}(\mathbb{D} D h) \mid D g\right\rangle
$$

Hence $L=M(D D h)$.
According to the preceding result, for each bounded functional $(f|A(\cdot)\rangle$ corresponding to a given bounded operator $A$ on $\mathscr{K}_{D}$ and for given $f \in \mathscr{K}_{D}^{+}$there is a unique vector $f^{+} \in \mathbb{K}_{D}^{+}$such that

$$
\left(f|A g\rangle_{D}=\left(f^{\dagger}|g\rangle_{D}, \quad g \in \mathscr{K}_{D^{\circ}}\right.\right.
$$

The mapping $f \rightarrow f^{\dagger}=A^{\dagger}(f)$ is obviously linear. The operator $A^{+}$is bounded by the closed graph theorem ${ }^{14}$
since it is defined on the entire space $K_{D}^{+}$and it is closed. In fact, if $f_{1}, f_{2}, \cdots$ and $f_{1}^{\dagger}, f_{2}^{\dagger}, \cdots$ converge in the $\|\cdot\|_{D-1}$ norm to $f$ and $h$, respectively, then

$$
\begin{aligned}
\left(A^{\dagger} f|g\rangle\right. & =\left(f|A g\rangle_{D}=\lim _{n \rightarrow \infty}\left(f_{n}|A g\rangle_{D}\right.\right. \\
& =\lim _{n \rightarrow \infty}\left(f_{n}^{\dagger}|g\rangle_{D}=\left(h|g\rangle_{D}\right.\right.
\end{aligned}
$$

for all vectors $g \in \mathcal{K}_{D}$ and therefore $h=A^{\dagger} f$.
Finally, to prove (2.9) we only have to note that if $f \in \mathscr{D}\left(A^{*}\right)$ then $A^{*} f \in \mathscr{H}$. Hence by (2.6)

$$
\left(A^{*} f|g\rangle=\left\langle A^{*} f \mid g\right\rangle=\langle f \mid A g\rangle\right.
$$

for all $g \in \mathscr{K}_{D}$.
We shall introduce now the concept of generalized expansion associated with any finite number of commuting operators. This concept generalizes that of eigenfunction expansion. ${ }^{14}$

Definition 2.1: Let $A_{1}, \ldots, A_{\nu}$ be a set of commuting self-adjoint operators in $\mathscr{C}$, and $E^{A_{1}, \ldots, A_{\nu}}(\Delta), \Delta \subset \mathbb{R}^{\nu}$, their joint spectral measure defined on all Borel sets of $\mathbb{R}^{\nu}$, i.e., if $\alpha=\left(\alpha_{1}, \ldots, \alpha_{\nu}\right) \in \mathbb{R}^{\nu}$

$$
\begin{array}{r}
A_{i}=\int_{-\infty}^{+\infty} \alpha_{i} E^{A_{1}, \ldots, A_{\nu}}\left(\mathbb{R}^{1} \times \cdots \times d \alpha_{i} \times \cdots \times \mathbb{R}^{1}\right), \\
i=1, \ldots, \nu . \tag{2.13}
\end{array}
$$

Denote by ${ }_{D}(\cdot \mid \cdot)$ the sesquilinear form

$$
\begin{equation*}
\left.{ }_{D}\langle f| g\right)=\overline{\left(g|f\rangle_{D}\right.}, \quad f \in \mathcal{K}_{L}, \quad g \in \mathcal{K}_{D}^{+}, \tag{2.14}
\end{equation*}
$$

on $\mathscr{K}_{D}^{\dagger} \times \mathscr{K}_{D}$. An $\alpha$-dependent family of mutually orthogonal vectors $\phi_{1}(\alpha), \ldots, \phi_{N_{\alpha}}(\alpha)$ in $\mathscr{K}_{D}^{+}$, normalized so that

$$
\begin{equation*}
\sum_{j=1}^{N_{\alpha}}\left\|\phi_{j}(\alpha)\right\|_{\mathbf{D}^{-1}}=1, \quad N_{\alpha}=1,2, \ldots,+\infty \tag{2.15}
\end{equation*}
$$

is a generalized expansion for $\left\{A_{1}, \ldots, A_{\nu}\right\}$ if there is a measure $\rho(\Delta)$ on the Borel subsets $\Delta$ of the Cartesian product $\sigma\left(A_{1}\right) \times \ldots \times \sigma\left(A_{\nu}\right)$ of the spectra of $A_{1}, \ldots, A_{\nu}$ for which
$\left.\left\langle f \mid E^{A_{1}}, \ldots, A_{\nu}(\Delta) g\right\rangle=\int \sum_{j=1}^{N_{\alpha}}{ }_{\nu}\langle f| \phi_{j}(\alpha)\right)\left(\phi_{j}(\alpha)|g\rangle_{D} d \rho(\alpha)\right.$
for all $f, g \in \mathcal{K}_{\nu}$.
In the above definition of a generalized expansion we have not required $\phi_{j}(\alpha)$ to be generalized eigenvectors ${ }^{1}$ of $A_{i}$ in the sense that

$$
\begin{equation*}
\left(\phi_{j}(\alpha)\left|\left(A_{i}-\alpha_{i} 1\right) f\right\rangle_{D}=0, \quad j=1, \ldots, N_{\alpha}\right. \tag{2.17}
\end{equation*}
$$

for a dense subset of vectors $f$ in $\mathcal{K}_{D}$. By basing the definition on spectral measures we avoid the domain questions inherent in (2.17) and common to both the equipped ${ }^{1}$ and the rigged ${ }^{7-9}$ Hilbert space approach. Of course, whenever $A_{i} f \in \Re_{D}$ for some $f \in \Re_{D}$, we can easily derive from (2.16) (cf. the method used in proving Theorem 4.2) that (2.17) has to be satisfied for $p$-almost all $\alpha \in \mathbb{R}^{\nu}$. However, we cannot generally expect this to happen for a dense set of vectors $f \in \mathscr{D}\left(A_{i}\right) \cap \mathscr{K}_{D}$ even when $A_{1}, \ldots, A_{\nu}$ are bounded in $\Re$. On the other hand, a generalized version of (2.17) will hold true after we extend $(\cdot \mid \cdot)_{D}$ to a larger space than $\mathcal{K}_{D}^{+}$.
It is shown in Ref. 1 (Chap. V, Sec. 2) that generalized expansions in the sense of Definition 2.1 exist in $\mathcal{K}_{D}^{+}$for
an arbitrary set $\left\{A_{1}, \ldots, A_{\nu}\right\}$ of commuting self-adjoint operators in $\mathfrak{K}$ if an only if $D^{-1}$ is a Hilbert-Schmidt operator. This fact motivates the introduction of the following concept.

Definition 2.2: Let $D$ be an operator for which both $D$ and $D^{*}$ are densely defined and have range $\mathscr{K}$, i.e., $\mathscr{G}(D)=\mathscr{G}\left(D^{*}\right)=\mathscr{K}$. The operator $D$ is an equipping operator iff $D^{-1}$ and $D^{*-1}$ exist, have bound one, and are Hilbert-Schmidt, i.e., $\operatorname{Tr}\left\{D^{*-1} D^{-1}\right\}<\infty$.
The case of principal interest in quantum mechanics ${ }^{3}$ when dealing with generalized expansions occurs when $\left\{A_{1}, \ldots, A_{\nu}\right\}$ is a complete ${ }^{14}$ set of self-adjoint operators. In that case, $N_{\alpha} \equiv 1$ and the following result is valid.

Theorem 2.2: Suppose $\left\{A_{1}, \ldots, A_{\nu}\right\}$ is a complete set of self-adjoint operators, $D$ an equipping operator and $\mathscr{K}_{D} \subset \mathfrak{K} \subset \mathscr{K}_{D}^{\dagger}$ the corresponding equipped Hilbert space. Then there is a generalized expansion $\phi(\alpha)$ for $\left\{A_{1}, \ldots, A_{\nu}\right\}$ such that
$\left.\left\langle f \mid E^{A_{1}, \ldots A_{\nu}}(\Delta) g\right\rangle=\int_{\Delta}{ }_{D}\langle f| \phi(\alpha)\right)\left(\phi(\alpha)|g\rangle_{D} d \rho_{D}(\alpha)\right.$,
for any $f, g \in \mathcal{K}_{D}$, where

$$
\begin{equation*}
\rho_{D}(\Delta)=\operatorname{Tr}\left[D^{-1 *} E^{A_{1}, \ldots, A_{\nu}}(\Delta) D^{-1}\right] \tag{2.18}
\end{equation*}
$$

for any Borel set $\Delta \subset \mathbb{R}^{\nu}$. The mapping

$$
\begin{equation*}
U_{D}: f \rightarrow \hat{f}(\alpha) \equiv\left(\phi(\alpha)|f\rangle_{D}\right. \tag{2.20}
\end{equation*}
$$

of $\mathscr{D}(D)$ in $L_{\rho_{D}}^{2}\left(\mathbf{R}^{\nu}\right)$ is isometric and can be uniquely extended to a unitary transformation of $\mathscr{H}$ onto $L_{\rho_{D}}^{2}\left(\mathbb{K}^{\nu}\right)$.

Proof: The first part of the theorem is an immediate consequence of Theorem 2.2 in Ref. 2.
The fact that $U_{D}$ maps isometrically $\mathscr{D}(D)$ into $L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$ follows from (2.18) by setting $\Delta=\mathbb{R}^{\nu}$

$$
\begin{equation*}
\left.\langle f \mid g\rangle=\int_{\mathbf{R} \nu D_{D}}\langle f| \phi(\alpha)\right)\left(\phi(\alpha)|g\rangle_{D} d \rho_{D}(\alpha), \quad f, g \in \mathcal{K}_{{ }_{\nu}} .\right. \tag{2.21}
\end{equation*}
$$

Since $\mathscr{D}(D)$ is dense in $\mathscr{K}$, we can extend $U_{D}$ to all of $\mathscr{H}$.
To show that the range of the so defined isometry is $L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$, let $f_{0}$ be a cyclic vector ${ }^{14}$ for $\left\{A_{1}, \ldots, A_{\nu}\right\}$ and consider the linear manifold spanned in $L_{\rho_{D}}^{2}\left(\mathbb{K}^{\nu}\right)$ by all
functions functions

$$
\hat{f_{\Delta}}(\alpha)=\left(\phi(\alpha)\left|E^{A_{1}, \ldots, A_{\nu}}(\Delta) f_{0}\right\rangle_{D}\right.
$$

corresponding to all Borel sets $\Delta$ in $\mathbf{R}^{\nu}$. By (2.18)
$\hat{f}_{0}(\alpha) \neq 0$ for $\rho_{D}$-almost all $\alpha \in \mathbb{R}^{\nu}$. Using this fact and the relation

$$
\int_{\Delta_{1}}\left|\hat{f}_{0}(\alpha)\right|^{2} d \rho_{D}(\alpha)=\int_{\Delta \cap \Delta_{1}} \overline{\hat{f}_{0}(\alpha)} \hat{f}_{\Delta}(\alpha) d \rho_{D}(\alpha)
$$

which by (2.18) holds for any Borel set $\Delta_{1} \subset \mathbb{R}^{\nu}$, we infer that $\hat{f}_{\Delta}(\alpha)=\chi_{\Delta}(\alpha) \hat{f}_{0}(\alpha)$. Since the linear manifold spanned by all such functions as $\Delta$ varies over the Borel sets in the support of $\rho_{D}$ is dense ${ }^{14}$ in $L_{P_{D}}^{2}\left(\mathbb{R}^{v}\right)$ if $\widehat{f}_{0}(\alpha) \neq 0, \rho_{D}$-almost everywhere, the last statement in the theorem is true.
The concept of "smearing" a generalized expansion $\phi(\alpha)$ with a function $\hat{h}(\alpha)$,

$$
\begin{equation*}
\phi(\hat{h})=\int_{\mathbf{R}^{\mu}} \hat{h}(\alpha) \phi(\alpha) d \rho_{D}(\alpha) \tag{2.22}
\end{equation*}
$$

will prove to be very useful in defining smeared fields and other objects constructed from the fields at a point $\alpha \in \mathbb{R}^{\nu}$ in quantum field theory (cf. Sec. 6). In case that $\hat{h} \in L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$ one can proceed as in defining Bochner integrals ${ }^{14}$ in $\mathcal{K C}$ by taking

$$
\begin{equation*}
\left(\phi(\hat{h})|f\rangle_{D}=\int_{\mathbb{R}^{\nu}}\left(\hat{h}(\alpha) \phi(\alpha)|f\rangle_{D} d \rho_{D}(\alpha)\right.\right. \tag{2.23}
\end{equation*}
$$

as a defining relationship. In fact, since

$$
\left|\left(\phi ( \hat { h } ) | f \rangle _ { D } \left|=\left|\int_{\mathbf{R}^{v}} \overline{\hat{h}(\alpha)} \hat{f}(\alpha) d \rho_{D}(\alpha)\right| \leq\|\hat{h}\|_{L^{2}}\|f\|\right.\right.\right.
$$

we conclude that $\left(\phi(\hat{h})|\cdot\rangle_{D}\right.$ is a bounded linear functional on $\mathscr{K}$. Consequently, by Riesz' theorem ${ }^{14}$ and (2.6) we conclude that there is a unique vector $\phi(\hat{h})$ in $\mathfrak{K}$ which satisfies (2.23), and such that

$$
\begin{equation*}
\hat{h}(\alpha)=\left(U_{D} \phi(\hat{h})\right)(\alpha) \tag{2.24}
\end{equation*}
$$

In quantum field theory we require (cf. Sec.6) a definition of (2.22) for a much larger class of functions than those in $L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$.

Theorem 2. 3: Let $K_{D^{-1}}(\alpha, \beta)$ be the kernel ${ }^{2}$ of the operator $U_{D} D^{-1} U_{D}^{-1}$,

$$
\begin{equation*}
\left(U_{D} D^{-1} f\right)(\alpha)=\int_{\mathbb{R}_{\nu}} K_{D^{-1}}(\alpha, \beta) \hat{f}(\beta) d \rho_{D}(\beta) \tag{2.25}
\end{equation*}
$$

for a given equipping operator $D$. Denote by $\mathcal{P}_{D}\left(\mathbb{R}^{\nu}\right)$ the linear space of all locally $\rho_{D}$-square-integrable functions $\hat{g}(\alpha)$ defined on $\mathbf{R}^{\nu}$ which are such that the function

$$
\begin{equation*}
\text { 1.i.m. } \int_{\mathbf{R} \nu} \overline{K_{L^{-1}}(\beta, \alpha)} \hat{h}(\beta) d \rho_{D}(\beta) \tag{2.26}
\end{equation*}
$$

is defined for $\rho_{\mathcal{D}^{-}}$-almost all $\alpha \in \mathbb{R}^{\nu}$ and belongs to $L_{\rho_{D}}^{2}\left(\mathbb{R}^{v}\right)$. For each $\hat{h} \in \mathscr{P}_{D}\left(\mathbb{R}^{v}\right)$ there is a unique element $\phi(\hat{h})$ in $\mathscr{K}_{D}^{\dagger}$ which satisfies (2.23) for all $f \in \mathcal{K}_{D}$. This vector belongs to $\mathfrak{H}$ if and only if $\hat{h} \in L_{\rho_{D}}^{2}\left(\mathbb{R}^{u}\right)$, and in that case $h=U_{D}^{-1} \hat{h}$.

Proof: For compact $\Delta_{n} \subset \mathbb{R}^{\nu}$ the existence of

$$
\begin{equation*}
\phi\left(\bar{h} \cdot \chi_{\Delta_{n}}\right)=\int_{\Delta_{n}} \hat{h}(\alpha) \phi(\alpha) d \rho_{D}(\alpha) \tag{2.27}
\end{equation*}
$$

as a vector in $\mathscr{H C}$ has been established in the discussion preceding the theorem since $\hat{h} \cdot \mathrm{x}_{\Delta_{n}} \in L_{\rho_{j}}^{2}\left(\mathbb{R}^{\nu}\right)$.
If $\Delta_{1} \subset \Delta_{2} \subset \cdots$ covers $\mathbb{R}^{\nu}$ and $m \geq n$ then we infer from the existence of (2.26) that

$$
\begin{gathered}
\left\|D^{*-1}\left[\phi\left(\hat{h} \cdot \chi_{\Delta_{m}}\right)-\phi\left(\hat{h} \cdot \chi_{\Delta_{n}}\right)\right]\right\|^{2}=\left\|D^{*-1} \phi\left(\hat{h} \cdot \chi_{\Delta_{m}-\Delta_{n}}\right)\right\|^{2} \\
=\int_{\mathbb{R}^{\nu}} d \rho_{D}(\alpha)\left|\int_{\Delta_{m} \Delta_{n}} K_{D^{*-1}}(\alpha, \beta) \hat{h}(\beta) d \rho_{D}(\beta)\right|^{2}
\end{gathered}
$$

and that $\left\{\phi\left(\hat{h} \cdot \mathrm{X}_{\Delta_{n}}\right)\right\}$ is a Cauchy sequence in $\mathscr{K}_{D}^{+}$.
Hence, $\phi(\hat{h})$ exists as a limit in the norm of $\mathscr{K}_{D}^{\dagger}$. Its uniqueness in $\mathfrak{K}_{D}^{+}$is a consequence of the existence of the one-to-one map $M$ of $\mathscr{K}_{D}^{+}$onto $\mathcal{K}_{D}^{\prime}$ introduced in Theorem 2.1.
We have already seen that $\phi(\hat{h}) \in \mathfrak{K}$ when $\hat{h} \in L_{\rho_{p}}^{2}\left(\mathbb{R}^{v}\right)$. Conversely, if $\phi(\hat{h}) \in \mathscr{H}$ we infer from (2.23) that $\int \hat{\hat{h}(\alpha)} \hat{f}(\alpha) d \rho_{D}(\alpha)$ is a bounded linear functional in In conclusion, let us point out that $Q_{D}\left(\mathbb{R}^{V}\right)$ contains $L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$, but in general it contains many other additional
functions. As an example, consider $\mathcal{H}=L^{2}\left(\mathbb{R}^{3}\right)$ and take $D=\left(-\nabla^{2}+1\right) V_{0}^{-1}$, where $V_{0}$ is multiplication by $V_{0}(\mathbf{r}) \in L^{2}\left(\mathbb{R}^{3}\right)$, and $V_{0}(\mathbf{r})$ is real and nonzero almost everywhere in $\mathbb{R}^{3}$. It is well-known that in this case $D^{-1}$ and $D^{-1 *}$ are Hilbert-Schmidt since ${ }^{14}$

$$
K_{D^{-1}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=V_{0}(\mathbf{r}) \frac{\exp \left(-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)}{4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}
$$

is square-integrable on $\mathbb{R}^{6}$. Hence $D^{*-1}=D^{-1 *}$ and the ranges of $D$ and $D^{*}$ are obviously $L^{2}\left(\mathbb{R}^{3}\right)$. Consequently, $D$ is an equipping operator. By a judicious choice of $V_{0}(\mathbf{r})$ we can have $\mathscr{P}_{D}\left(\mathbb{R}^{3}\right)$ contain even locally square-integrable functions which diverge polynomially when $r \rightarrow \infty$. Such a choice would be, for example, $V_{0}(\mathbf{r})$ $=\exp (-r)$.

## 3. TOPOLOGIES AND OPERATORS IN EXTENDED HILBERT SPACE

Let $D$ be an equipping operator and $A$ an operator mapping $\mathscr{K}_{D}$ into itself and bounded on $\mathcal{K}_{D}$, i.e.,

$$
\begin{equation*}
\|A\|_{D}=\sup _{f \epsilon_{\mathcal{K} D}}\|f\|_{D}^{-1}\|A f\|_{D}<\infty \tag{3.1}
\end{equation*}
$$

According to Theorem 2.1, $A^{+}$exists as an operator on $\mathcal{K}_{\nu}^{\dagger}$. Thus if $\phi(\alpha)$ is an expansion corresponding to a complete set of observables and $f, g \in \mathscr{K}_{D}$ then by (2.18)
$\langle f \mid A g\rangle=\int_{\mathbb{R}^{\nu}{ }_{D}}\langle f \mid \phi(\alpha)\rangle\left(A^{+} \phi(\alpha)|g\rangle_{D} d \rho_{D}(\alpha)\right.$.
If $A^{\dagger} \phi(\alpha) \in \mathscr{K}_{D}$ for $\rho$-almost all $\alpha \in \mathbb{R}^{\nu}$ then we define

$$
\begin{equation*}
\left.(\phi(\alpha)|A| \phi(\beta))={ }_{D}\left\langle A^{\dagger} \phi(\alpha)\right| \phi(\beta)\right) . \tag{3.3}
\end{equation*}
$$

Furthermore, we have $\left(A^{\dagger} \phi(\alpha)|g\rangle_{D}=\left\langle A^{\dagger} \phi(\alpha) \mid g\right\rangle\right.$ by (2.6), and we can apply again ( 2.18 ) to write

$$
\begin{align*}
\left.\langle f \mid A g\rangle=\int_{\mathbb{R}^{2 \nu} D_{D}}\langle f| \phi(\alpha)\right) & (\phi(\alpha)|A| \phi(\beta)) \\
& \times\left(\phi(\beta)|g\rangle_{D} d \rho_{D}(\alpha) d \rho_{D}(\beta),\right. \tag{3.4}
\end{align*}
$$

since the once iterated integral over $\mathbb{R}^{\nu}$ is equal to the above single integral over $\mathbb{R}^{2 \nu}$ by Tonelli's and Fubini's theorems. ${ }^{14}$
The above relation (3.4) is a rigorous version of the basic formula for expansions of operators in Dirac's formalism. ${ }^{3}$ This type of procedure for deriving the formula ( 3.2 ) has been also used in rigged Hilbert space and other alternative approaches to Dirac's formalism. ${ }^{7,8}$ It shares, however, with this approach a number of features which are serious deficiencies from the point of view of applications. First of all, the derivation of (3.4) requires $f, g$ and $A^{+} \phi(\alpha)$ to belong to $\mathscr{K}_{D}$. Moreover, we must have $\|A\|_{D}<\infty$. This last condition can be difficult to verify in practice. If there are equipping operators $D$ for which $D^{-1}$ commutes with $A$, then the condition is satisfied by any $A$ which is bounded in $\mathcal{H}$ and leaves $\mathfrak{D}(D)$ invariant, since then

$$
\begin{equation*}
\|A f\|_{D}=\|D A f\|=\|A D f\| \leq\|A\|\|D f\|=\|A\|\|f\|_{D} . \tag{3.5}
\end{equation*}
$$

However, if $A$ has a nonempty continuous spectrum, then (cf. Ref. 16, Lemma 1) there are no Hilbert-Schmidt operators $D^{-1}$ commuting with $A$ for which $\mathcal{R}(D)=\mathfrak{H}$. In that case this possibility is closed to us.
The condition that (3.1) be fulfilled can be relaxed somewhat by making the more modest requirement that $A$ maps a dense domain of $\mathscr{K}_{\boldsymbol{D}}$ into $\mathscr{K}_{D}$ and therefore that
its adjoint $A^{+}$in $\mathscr{K}_{D}^{+}$is unique (provided it exists). However, even such a condition can be quite difficult to establish in practice. For example, this is the case with the derivation ${ }^{2}$ of the formula relating the $T$ operator to the $T$ matrix in scattering theory. Hence a more general approach is desirable. We base such an approach on the following observation.

Lemma 3.1: Let $X$ and $Y$ be bounded linear operators on $\mathfrak{H}$ which have bounded inverses together with their adjoints and are such that $\mathcal{G}\left(X^{*}\right)=\mathscr{R}\left(Y^{*}\right)=\mathfrak{K}$. If for some equipping operator $D$ the sets $X^{-1} D(D)$ and $Y^{-1} D\left(D^{*}\right)$ are dense in $\mathscr{K}$, then $\left\|\left(Y^{*} D X\right)^{-1}\right\| Y^{*} D X$ is also an equipping operator. Conversely, suppose that $D$ and $D^{\prime}$ are equipping operators for which $d_{1}<d_{2}<\cdots$ and $d_{1}^{\prime}<d_{2}^{\prime}<\cdots$ are the eigenvalues of $\left(D^{*} D\right)^{1 / 2}$ and $\left(D^{\prime *} D^{\prime}\right)^{1 / 2}$, respectively. If $C=\sup \left\{d_{n}^{\prime} d_{n}^{-1}\right\}$ is finite then there are pairs $\{X, Y\}$ of operators with the above properties for which $D^{\prime}=\left[Y^{*} D X\right]_{0}$, where $\left[Y^{*} D X\right]_{0}=$ $\left\|\left(Y^{*} D X\right)^{-1}\right\| Y^{*} D X$.

Proof: The conditions imposed on $X$ and $Y$ imply that $Y^{*} D X$ and $\left(Y^{*} D X\right)^{*} \supseteq X^{*} D^{*} Y$ map dense domains of $\mathscr{C}$ onto $\mathscr{H}$. Furthermore, $\left(Y^{*} D X\right)^{-1}=X^{-1} D^{-1} Y^{*-1}$ and $\left(Y^{*} D X\right)^{*-1}=Y^{* *-1} D^{*-1} X^{*-1}$ are Hilbert-Schmidt since $D^{-1}$ and $D^{*-1}$ are Hilbert-Schmidt and $X^{-1}, Y^{-1}$, $X^{*-1}$ are bounded. ${ }^{14}$
Conversely, if $D$ and $D^{\prime}$ are given, we can decompose $D^{-1}$ and $D^{\prime-1}$ in the canonical form ${ }^{14}$

$$
\begin{align*}
D^{-1}= & \sum_{n=1}^{\infty}\left|u_{n}\right\rangle \lambda_{n}\left\langle v_{n}\right|, \quad \sum_{n=1}^{\infty} \lambda_{n}^{2}<\infty, \\
& \lambda_{1} \geq \lambda_{2} \geq \cdots>0, \\
D^{\prime-1}= & \sum_{n=1}^{\infty}\left|u_{n}^{\prime}\right\rangle \lambda_{n}^{\prime}\left\langle v_{n}^{\prime}\right|, \quad \sum_{n=1}^{\infty} \lambda_{n}^{\prime 2}<\infty,  \tag{3.6}\\
& \lambda_{1}^{\prime} \geq \lambda_{2}^{\prime} \geq \cdots>0,
\end{align*}
$$

where $\left\{u_{n}\right\}, \ldots,\left\{v_{n}^{\prime}\right\}$ are orthonormal systems of vectors in $\mathscr{K}$. The condition $\mathscr{R}(D)=\mathscr{R}\left(D^{\prime}\right)=\mathscr{R}\left(D^{*}\right)=$ $\mathcal{G}\left(D^{\prime *}\right)=\mathscr{C}$ implies that these systems are actually orthonormal bases in $\mathfrak{H}$. Any linear operators defined on the linear manifolds spanned by $\left\{u_{n}^{\prime}\right\}$ and $\left\{v_{n}^{\prime}\right\}$ so that

$$
\begin{equation*}
X u_{n}^{\prime}=\xi_{n} u_{n}, \quad Y v_{n}^{\prime}=\eta_{n} v_{n}, \tag{3.7}
\end{equation*}
$$

satisfy the conditions stipulated in the lemma if

$$
\xi_{n} \eta_{n}=\lambda_{n} / \lambda_{n}^{\prime}=d_{n}^{\prime} / d_{n}, \quad \sup \left|\xi_{n}\right|, \sup \left|\eta_{n}\right|<\infty
$$

The above lemma indicates that for given bounded $A$ it is possible to define an extension $(A-\zeta)^{+}$of $(A-\zeta)^{*}$ as an operator from $\mathscr{K}_{D}^{+}$to $\mathscr{K}_{[D(A-\zeta)]_{0}^{+}}$by choosing $|\zeta|>$ $\|A\|$. In order to have such operators act in one and the same space, we shall construct a larger space $£$ which in a certain sense contains both $\mathscr{K}_{D}^{+}$and $\mathscr{K}_{[D(A-\zeta)]_{0}}{ }^{+}$
This will make the derivation of (3.4) (in which actually $\mathscr{K}_{D}^{+} \equiv \mathcal{K}_{[D(A-\zeta)]_{0}}^{+}$) a special case of the present derivation.

Lemma 3.2: Let $\mathcal{E}$ be a family of equipping operators. Denote by $\tilde{\mathscr{L}}$ the set whose general element is a $D$-convergent sequence $\left\{f_{n}\right\}$ of vectors in $\mathfrak{K}$ for some $D \in \mathcal{E}$, i.e., a sequence for which $D^{-1} f_{1}, D^{-1} f_{2}, \cdots$ is norm-convergent in $\mathcal{C}$. Let us write $\left\{f_{n}\right\} \sim\left\{f_{n}^{\prime}\right\}$ for $\left\{f_{n}\right\}$, $\left\{f_{n}^{\prime}\right\} \in \mathcal{L}$ iff $\left\|D^{-1}\left(f_{n}-f_{n}^{\prime}\right)\right\| \rightarrow 0$ for all $D \in \mathcal{E}$. The relationship $\sim$ is an equivalence relationship. If $\left\{g_{n}\right\} \sim\left\{g_{n}^{\prime}\right\}$ and $\left\{a f_{n}+b g_{n}\right\} \in \mathcal{\&}$ for some $a, b \in \mathbb{C}^{1}$ then $\left\{a f_{n}^{\prime}+b g_{n}^{\prime}\right\}$ $\in \mathfrak{L}$ and $\left\{a f_{n}+b g_{n}\right\} \sim\left\{a f_{n}^{\prime}+b g_{n}^{\prime}\right\}$.

Proof: The above relationship is obviously reflexive and symmetric. It is also transitive since if $\left\{f_{n}^{\prime}\right\} \sim\left\{f_{n}^{\prime \prime}\right\}$ as well, then for any $D \in \mathscr{E}$

$$
\left\|D^{-1}\left(f_{n}-f_{n}^{\prime \prime}\right)\right\| \leq\left\|D^{-1}\left(f_{n}-f_{n}^{\prime}\right)\right\|+\left\|D^{-1}\left(f_{n}^{\prime}-f_{n}^{\prime \prime}\right)\right\| \rightarrow 0 .
$$

In the same manner we verify that

$$
\lim _{n \rightarrow \infty}\left\|D^{-1}\left(a f_{n}+b g_{n}\right)-D^{-1}\left(a f_{n}^{\prime}+b g_{n}^{\prime}\right)\right\|=0
$$

for all $D \in \mathcal{E}$. Moreover if $\left\{h_{n}\right\} \in \tilde{\mathcal{L}}$ and $\left\|D^{-1}\left(h_{n}-h_{n}^{\prime}\right)\right\|$ $\rightarrow 0$ for all $D \in \mathcal{E}$, then it follows that $\left\{h_{n}^{\prime}\right\} \in \tilde{\mathcal{L}}$. Thus the last statement of the lemma is true.

Remark: The family $\mathcal{E}$ will be presumed to be fixed in the sequel. Hence the dependence of $\mathcal{L}$ on $\mathcal{E}$ is not explicitly exhibited. We note that if $\mathcal{E}$ contains only one element $D$ then $\mathscr{L} \equiv \mathscr{K}_{D^{*}}^{+}$. To avoid reverting to the case considered in Sec. 2, we tacitly assume that in general $\mathscr{E}$ contains two or more distinct elements. The other extreme case occurs when $\mathcal{E}$ consists of all equipping operators in $\mathcal{H}$. We believe that in general the choice of $\mathcal{E}$ should be dictated by the problem under consideration.

Definition 3.1: Let $\mathcal{H}$ be a separable complex Hilbert space, $\mathcal{E}$ a family of equipping operators, and $\mathcal{L}$ the family of equivalence classes of sequences $\left\{f_{n}\right\}$ from $\tilde{\mathcal{L}}$ with respect to the equivalence relation introduced in Lemma 3.2. Denote by $\mathscr{L}_{\text {ket }}$ the image of $\mathscr{K}$ in $\mathscr{L}$ under the embedding which identifies each element $f$ of $\mathfrak{F}$ with the equivalence class in $\&$ containing the sequence $\left\{f_{n}\right\}$ with $f_{n}=f$ for $n=1,2, \cdots$. The ordered pair $\mathscr{L}_{\text {ket }} \subset \mathcal{L}$ will be called the extended Hilbert space over $\mathcal{E}$ corresponding to $\mathfrak{K} ; \mathfrak{\&}$ is the bra-space and $\mathscr{L}_{\text {ket }}$ the ket-space of this pair (see also Sec. 7 for an alternative definition).
We note that the above definition is purely set-theoretical and does not involve any explicit topological concepts. However, many topologies can be introduced in a natural manner, one of the most useful being the following.

Definition 3.2: For each equipping operator $D \in \mathcal{E}$ define the surjective mapping $l_{D}$ from $\mathcal{L}$ onto $\mathscr{K}$ by setting

$$
\begin{equation*}
l_{D}\left(\left\{f_{n}\right\}\right)=s_{n \rightarrow \infty}-\lim D^{-1} f_{n} \tag{3.8}
\end{equation*}
$$

for any $\left\{f_{n}\right\} \in \bar{\delta}$ for which the above limit exists. Denote by $\mathscr{N}_{f}$ the family of all nonempty sets

$$
\begin{array}{r}
\cup\left(f ; D_{1}, \ldots, D_{n} ; \epsilon\right)=\left\{g \mid\left\|l_{D_{i}}(f)-l_{D_{i}}(g)\right\|<\epsilon,\right. \\
i=1, \ldots, n\} \tag{3.9}
\end{array}
$$

corresponding to all $\epsilon>0$ and any possible choice of $D_{1}, \ldots, D_{n} \in \mathcal{E}, n=1,2, \cdots$, for which $l_{D_{i}}(f)$ is defined. The topology in which $\mathscr{F}_{f}$ is a neighborhood basis for each $f \in \mathcal{L}$ will be called the strong topology in the braspace $\mathcal{L}$.
We note that topology induced in $\mathscr{L}_{\text {ket }}$ by the strong topology in $\mathcal{L}$ does not coincide with the Hilbert-norm topology of $\mathscr{L}_{\text {ket }}$ obtained by the identification of $\mathscr{L}_{\text {ket }}$ with $\mathscr{H}$ (i.e., the topology which makes this identification into a homeomorphism), the second being finer than the first. On the other hand, the above topology deserves the name of strong topology since it is in fact the strong topology ${ }^{17}$ coinduced by the maps $l_{D}^{-1}, D \in \mathcal{E}$, of $\mathscr{L}_{\text {ket }}$ supplied with the norm-topology of $\mathscr{H}$ to $\mathcal{L}$. Since these maps cover $\mathscr{L}$, this topology can be also viewed as a quotient topology ${ }^{17}$ induced by the map $X_{D \in E} l_{D}^{-1}$ from the disjoint union $\left\{\left(\mathcal{L}_{\mathrm{ket}}, D\right) \mid D \in \mathcal{E}\right\}$ to $£$.
We can introduce in $\tilde{\mathscr{L}}$ the operations

$$
\begin{align*}
& a\left\{f_{n}\right\}=\left\{a f_{n}\right\}, \quad a \in \mathbb{C}^{1}  \tag{3.10}\\
& \left\{f_{n}\right\}+\left\{g_{n}\right\}=\left\{f_{n}+g_{n}\right\} \tag{3.11}
\end{align*}
$$

The operation (3.10) is defined for all $a \in \mathbb{C}^{1}$ and $\left\{f_{n}\right\} \in \tilde{\mathscr{L}}$. However, (3.11) is not defined if $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ have no common $D$ for which $\left\{f_{n}\right\}$ and $\left\{g_{n}\right\}$ are both $D$-convergent sequences. Thus, in general, $\mathfrak{L}$ cannot be made into a vector space in a natural manner. On the other hand, $\mathscr{L}$ can be decomposed into maximal families of vector spaces $\mathscr{L}_{D}$ (which are not disjoint!).

Theorem 3.1: For any fixed equipping operator $D \in \mathcal{E}$ the subset $\mathscr{L}_{D}$ of $\mathscr{\&}$ consisting of the domain of definition of the mapping $l_{D}$ in (3.8) is a vector space under the vector operations (3.10) and (3.11). The multiplication by scalar operation (3.10) is continuous, while the vector addition operation (3.11) is not a generally continuous operation in the strong topology of $\mathcal{L}_{D}$. The ket space $\mathscr{L}_{\mathrm{ket}}$ is a vector subspace of $\mathscr{L}_{D}$ and is dense in $\mathscr{L}$ in the strong topology of $\mathscr{L}$.

Proof: First of all, we note that $l_{D}$ is well-defined for each equivalence class containing a sequence $\left\{f_{n}\right\}$ for which (3.8) exists, since if $\left\{f_{n}^{\prime}\right\} \sim\left\{f_{n}\right\}$ then

$$
\begin{aligned}
\mathbf{s}-\lim D^{-1} f_{n}^{\prime}=\mathbf{s}-\lim D^{-1}\left(f_{n}^{\prime}-f_{n}\right) & +\mathrm{s}-\lim D^{-1} f_{n} \\
& =\mathrm{s}-\lim D^{-1} f_{n}
\end{aligned}
$$

Due to the last statement in Lemma 3.2, the vector operations (3.10) and (3.11) are unambiguously defined on all of $\mathscr{L}_{D}$. The continuity of (3.10) is obvious. However, if for some $f \in \mathcal{L}_{D}-\mathcal{L}_{D^{\prime}}$, where $D \nexists D^{\prime}, D, D^{\prime} \in \mathcal{E}$, we choose an element $h$ of $\mathscr{L}_{D} \cap \mathcal{L}_{D^{\prime}}$, then vector addition $(f, g) \rightarrow f+g$ is not continuous at $g=f-h$ since for the neighborhood $V\left(h ; D^{\prime} ; \epsilon\right)$ we cannot find neighborhoods $V(f)$ and $V(g)$ such that $V(f)+V(g) \subset V\left(h ; D^{\prime} ; \epsilon\right)$.
The embedding of $\mathscr{H}$ in $\mathcal{L}$ obviously preserves the vector structure of $\mathcal{F C}$. To see that the image $\mathcal{L}_{\text {ket }}$ of the embedding is dense in $\mathcal{L}$, recall that any $f \in \mathscr{L}$ is represented by a sequence $\left\{f_{n}\right\} \in \tilde{\mathscr{L}}$ and for any given $U\left(f ; D_{1} ; \epsilon\right)$ the vector $f$ is in the domain of definition of $l_{D_{1}}$. Hence $\left\|l_{D_{1}} f-f_{n_{0}}\right\|<\epsilon$ for large $n_{0}$, and therefore for these values of $n_{0}$ the equivalence class containing the sequence $f_{n_{0}}, f_{n_{0}}, \cdots$ belongs to $\mathcal{U}\left(f ; D_{1} ; \epsilon\right)$.

Remark: The vector space $\mathcal{L}_{D}$ is generally not a topological vector space ${ }^{18}$ in the induced strong topology since vector addition is not continuous. By extending each mapping $l_{D}$ to a mapping $l_{D}^{\prime}$ of $\mathfrak{L}$ into $\mathcal{H}$ which is linear on each $\mathscr{L}_{D}, D_{1} \in \mathcal{E}$, we would obtain many possible topological structures compatible with the vector operations on $\mathscr{L}_{D}$ by noting that the ordered pair $\mathscr{L}_{\text {ket }} \subset \mathscr{L}_{D}$ supplied with the family $\mathcal{E}^{\prime}$ of all such mappings $l_{D}^{\prime}$ is a generalized inner product space. ${ }^{15} \mathrm{By}$ using Zorn's lemma we can prove the existence of a "vector base" $B_{0}$ in $\mathcal{L}$ in the same manner ${ }^{18}$ as for vector spaces (the only difference being that linear independence in $\mathcal{L}$ can be sometimes due to the absence of a universally defined vector-addition operation) and then define such extensions $l_{D}^{\prime}$ of $l_{D}$ by assigning to $l_{D}^{\prime} f$ an arbitrary value in $\mathfrak{K}$ (such as the zero vector) for any $f \in \mathcal{G}_{0}-\mathcal{L}_{D}$. This would lead to $\mathcal{E}^{\prime}$ and make $\mathcal{L}$ into a composite generalized inner-product space ${ }^{15}$ with components ( $\mathscr{L}_{D}, \mathscr{L}_{\text {ket }}, \mathscr{E}^{\prime}$ ) dependent on $D \in \mathscr{E}$. However, a topological vector structure is not essential in deriving the results in this paper, and therefore we shall not pursue this approach any further.

Lemma 3.3: The mapping $m_{D}$ of $\mathscr{L}$ into $\mathscr{K}_{D^{*}}^{\dagger}$, which
assigns to an equivalence class $f$ in $\tilde{D}$ representing an element of $\mathscr{L}_{D}$ the larger equivalence class $m_{D} f$ in $\overline{\mathcal{L}}$ representing an element of $\mathcal{K}_{D^{*}}^{\dagger}$ containing $f($ i.e., $f \subset m_{D} f \subset \mathcal{L}$ for all $f \in \mathcal{L}_{D}$ and $m_{D} f \in \mathcal{K}_{D^{*}}^{+}$, maps $\mathcal{L}_{D}$ linearly onto $\mathcal{K}_{D}^{+}$. This mapping is continuous if $\mathscr{L}_{D}$ and $\mathcal{K}_{D^{*}}^{*}$ are supplied with their respective strong topologies (but generally it does not have an inverse).

Proof: The mapping $m_{D}$ is obviously uniquely defined for each $f \in \mathcal{L}_{D}$. Linearity and continuity are also evident from the definitions. The typical element of $\mathbb{K}_{D^{*}}^{\dagger}$ consists of some $\left\{f_{n}\right\} \in \widetilde{\mathcal{L}}$ and all other $\left\{f_{n}^{\prime}\right\} \in \tilde{\mathcal{L}}$ such that $\left\|D^{-1}\left(f_{n}-f_{n}^{\prime}\right)\right\| \rightarrow 0$. Since some of these $\left\{f_{n}^{\prime}\right\}$ might be such that $\left\{D_{1}^{-1}\left(f_{n}-f_{n}^{\prime}\right)\right\}$ does not strongly converge to zero in $\mathscr{K}$ for all $D_{1} \neq D$, each element of $\mathcal{K}_{D}^{+}$will contain many elements of $\mathscr{L}_{D}$. Hence $m_{D}$ is not generally invertible.
The above lemma shows that in general $\mathscr{L}_{D}$ is much larger than $\mathcal{K}_{D^{*}}^{+}$. This is due to the fact that the equivalence classes of $\AA_{n}$ (determined by the equivalence relation of Lemma 3.2) are much smaller than those of $\mathcal{K}_{D^{*}}^{+}$. As a consequence some objects (such as braexpansions) which are uniquely or almost everywhere uniquely defined in $\mathcal{K}_{D^{*}}^{+}$are not unique in $\mathscr{L}_{D}$. Hence, it might turn out to be more desirable to make $\mathcal{L}$ smaller by increasing the size of the equivalence classes in $\bar{\Sigma}$ determining its elements to insure such uniqueness. However, we adopt the attitude that systematic applications should provide the guidelines for such a procedure. At the present stage we consider that the study of the largest of the conceivable choices for $\mathcal{L}$ at least avoids the most undesirable alternative, namely that of having key operations (such as taking bra-adjoints) undefinable because of the restricted size of $\mathcal{L}$.

Theorem 3.2: There is a unique complex functional $(\cdot \mid \cdot)$ defined in $\mathcal{L} \times \mathcal{L}_{\text {ket }}$ with the property

$$
\begin{equation*}
\left(f|g\rangle=\langle f \mid g\rangle, \quad f, g \in \mathcal{L}_{\mathrm{ket}}\right. \tag{3.12}
\end{equation*}
$$

for all pairs of ket-vectors $f$ and $g$, which is strongly continuous on $\mathscr{L}$ at each fixed $g \in \mathscr{L}_{\text {ket }}$. The restriction of $(\cdot \mid \cdot)$ to $\mathscr{L}_{D^{*}} \times \mathfrak{K}_{D}$ is continuous in both its arguments in the respective strong topologies. In $\mathscr{L}_{0}=$ $\cap_{D \in \mathcal{E}} \mathcal{L}_{D}$ the relation $(f|g\rangle=0$ is satisfied for all $g \in \mathcal{L}_{\text {ket }}$ only by the zero vector $f=0$.

## Proof: We set

$$
\begin{equation*}
\left(f|g\rangle=\left(m_{D^{*}} f|g\rangle_{D}, \quad f \in \mathscr{L}_{D^{*}}, \quad g \in K_{D}\right.\right. \tag{3.13}
\end{equation*}
$$

for all $f \in \mathscr{L}_{D^{*}} \subset \mathscr{L}$ and all $g \in \mathcal{K}_{D} \subset \mathscr{L}_{\text {ket. }}$. The continuity and sesquilinearity of the above form on $\mathscr{L}_{D^{*}} \times \mathscr{K}_{D}$ are features inherited from the corresponding properties of $\left(\cdot|\cdot\rangle_{D}\right.$ (cf. Theorem 2.1) and of $m_{D^{*}}$ (cf. Lemma 3.3).

To establish that $(3,13)$ defines a single-valued complex functional on $\mathcal{L} \times \mathcal{L}_{\mathrm{ket}}$ as $D$ varies over $\mathcal{E}$, we note first the functional is single-valued on $\mathcal{L}_{\text {ket }} \times \mathcal{L}_{\text {ket }}$ since by (2.6) we have ( $m_{D^{*}} f|g\rangle_{D}=\langle f \mid g\rangle$ for any $f \in \mathcal{L}_{\text {ket }}$ and for any $D \in \mathscr{E}$. This expression is independent of $D$ [and incidentally it displays that (3.12) is satisfied by our candidate]. Let us assume now that $f \in \mathcal{L}-\mathcal{L}_{\text {ket }}$ and also $f \in \mathscr{L}_{D_{1}^{*}} \cap \mathscr{L}_{D_{2}^{*}}$ for some $D_{1}, D_{2} \in \mathcal{E}$. Then there is a sequence $f_{1}, f_{2}, \cdots \in \mathscr{L}_{\text {ket }}$ which converges strongly to $f$, and therefore $m_{D_{i}^{*}} f_{1}, m_{D_{i}^{*}} f_{2}, \cdots$ converges strongly to $m_{D_{i}^{*}} f$ in $\mathfrak{K}_{D_{i}^{*}}^{+}(i=1,2)$. Ambiguities in the definition (3.13) can arise only for $g \in \mathcal{K}_{D_{1}} \cap \mathcal{K}_{D_{2}}$. But for any such $g$

$$
m_{D_{1}^{*}} f_{k}|g\rangle_{D_{1}}=\left\langle f_{k} \mid g\right\rangle=\left\langle m_{D_{2}^{*}} f_{k} \mid g\right\rangle_{D_{2}}
$$

and, consequently,

$$
\left(m_{D_{i}^{*}} f|g\rangle_{D_{i}}=\lim _{k \rightarrow \infty}\left(m_{D_{i}^{*}} f_{k}|g\rangle_{D_{i}}\right.\right.
$$

has the same value for $i=1,2$.
It is obvious from the construction that $(\cdot|g\rangle$ is strongly continuous on $\mathcal{L}_{D^{*}}$ for each $g \in \mathcal{K}_{D}$. The uniqueness property follows from (3.12) and the fact that $\mathcal{L}_{\text {ket }}$ is dense in $\mathcal{L}$ (Theorem 3.1).
Let us assume now that $\left(f_{0}|g\rangle=0\right.$ for all $g \in \mathcal{L}_{\mathrm{ket}}$. In view of (3.12) and the positive-definiteness of inner products, no $f_{0} \neq \mathbf{O}$ from $\mathscr{L}_{k e t}$ could satisfy such a relation. To be more general, suppose that $f_{0} \in \mathcal{L}_{0}$. Then we infer by using (3.13) that for each $D \in \mathcal{E}$ for which $f_{0} \in \mathscr{L}_{D}$ we have $\left(m_{D *} f \mid g\right)_{D}=0$. This implies that $m_{D^{*}} f$ is the zero vector in $\mathscr{K}_{D^{*}}^{+}$and, consequently, for any sequence $\left\{f_{n}\right\} \in \tilde{\mathcal{L}}$ in the equivalence class representing $f$ we have $s-\lim D^{*-1} f_{n}=0$. Since this is true for any $D \in \mathscr{E}$ when $f_{0} \in \mathscr{L}_{0}$, it follows that $f_{0} \in \mathbf{O}$.
We note that the conclusion $f_{0}=\mathbf{O}$ does not follow if $f_{0} \in \mathcal{L}-\mathcal{L}_{0}$. In that case we shall have that $\mathrm{s}-\lim$
$D^{*-1} f=\mathbf{O}$ for $D$ in some proper subset $\mathcal{E}$ of $\mathcal{E}$, but there might be other $D^{\prime}$ s for which this limit does not exist. In fact, for such an $f_{0}$ the functional ( $f_{0}|g\rangle$ is defined only for $g \in \cup_{D \in E}{ }_{f_{0}} \mathcal{K}_{D}$.
Another significant feature of $(\cdot|\cdot\rangle$ is that for fixed $f \in \mathscr{L}-\mathcal{L}_{\text {ket }}$ the functional $(f|\cdot\rangle$ is not continuous on $\mathscr{L}_{k e t}$ in its norm-topology (inherited from $\mathfrak{F}$ ). In fact, if that were the case then $(f|\cdot\rangle$ would be in the dual $\mathcal{H}^{\prime}$ of $\mathfrak{H}$. This is not possible since by Riesz' theorem ${ }^{8}$ we would have that $f \in \mathscr{L}_{\text {ket }}$.

Definition 3.3: For $f \in \mathcal{L}$ let $\varkappa_{f}$ denote the family of nonempty sets
$W\left(f ; h_{1}, \ldots, h_{n}\right)=\left\{g \|\left(f-g\left|h_{i}\right\rangle \mid<1, \quad i=1, \ldots, n\right\}\right.$
corresponding to any possible choice of $h_{1}, \ldots, h_{n} \in \mathcal{L}_{\text {ket }}$ for which ( $f \mid h_{i}$ ) is defined. The weak topology in $\&$ is the topology in which $\pi_{f}$ is a neighborhood base of $f \in \mathcal{L}$.
We note that while the strong topology in $\mathcal{L}$ is Hausdorff, the weak topology is not since there are no weak neighborhoods to separate the zero-vector from a zerolike vector $f$, i.e., any element $f$ of $\mathcal{L}-\mathcal{L}_{0}$ represented by $\left\{f_{n}\right\} \in \mathcal{L}$ for which $D^{-1} f_{1}, D^{-1} f_{2}, \cdots$ converges to zero for all those $D$ for which it converges at all.

Theorem 3.3: Suppose that $A$ is a linear operator for which $(D A)^{*}$ ranges over the entire set $\mathcal{E}$ as $D^{*}$ varies over $\mathcal{E}$ (we shall refer to a family $\mathcal{E}$ with this property as being $A$-stable). Then $A$ has a bra-adjoint $A^{\dagger}$ in $\mathcal{L}$ satisfying

$$
\begin{equation*}
\left(A^{\dagger} f|g\rangle=\left(f|A g\rangle, \quad f \in \mathscr{\infty}, \quad g \in \mathscr{L}_{\mathrm{ket}}\right.\right. \tag{3.14}
\end{equation*}
$$

for all $f \in \mathscr{L}$ and $g \in \mathscr{L}_{\text {ket }} . A^{\dagger}$ is continuous in the strong topology of $\mathcal{L}$ and is a linear operator from $\mathscr{S}_{D^{*}}$ into $\mathscr{L}_{(D A)_{0}^{*}}$ for any $D \in \mathscr{E}$. Furthermore, the relation (3.14) determines $A^{\dagger}$ uniquely as a mapping of $\mathcal{L}$ into $\mathscr{L}_{0}$ (but not otherwise).

Proof: If $\mathcal{E}$ is $A$-stable and $\left\{f_{n}\right\} \in \mathscr{L}$ represents an
element $f$ in $\mathscr{L}_{D^{*}},\left\{A^{*} f_{n}\right\}$ belongs to $\tilde{\mathscr{L}}$ and represents an element of $\mathscr{L}_{(D A)_{0}^{*}}$, which we shall denote by $A^{\dagger} f$. We have assumed that $(D A)_{0}^{*}$ varies over $\mathscr{E}$ as $D^{*}$ varies over $\mathscr{E}$ (e.g., this will be the case if $A^{-1}$ and $A^{*-1}$ exist on $\mathcal{H}$ and are bounded and $\mathcal{E}$ contains all equipping operators). Hence, $\left\{f_{n}\right\} \sim\left\{f_{n}^{\prime}\right\}$ implies $\left\{A^{*} f_{n}\right\} \sim\left\{A^{*} f_{n}^{\prime}\right\}$. If $f \in \mathcal{L}_{\text {ket }}$ then clearly $A^{\dagger} f$ is also a ket-vector. Thus, by ( 3.12 ) we have

$$
\left\langle A^{\dagger} f \mid g\right\rangle=\left(A^{\dagger} f|g\rangle=(f|A g\rangle=\langle f \mid A g\rangle\right.
$$

whenever $f, g \in \mathscr{L}_{\text {ket }}$. Hence $A^{\dagger}$ is an extension of $A^{*}$. Moreover, if $A_{1}^{+}$is another adjoint of $A$ in $\mathcal{L}$, then

$$
\left(A_{1}^{\dagger} f-A^{\dagger} f|g\rangle=0\right.
$$

for all $g \in \mathcal{L}_{\text {ket }}$ if $A_{1}^{\dagger} f, A^{\dagger} f \in \mathcal{L}_{0}$, and consequently by the last part of Theorem 3.2 we have $A_{1}^{\dagger} f=A^{\dagger} f$. However, in general we can alter arbitrarily the definition of $A^{\dagger}$ on a zero-like vector in $\mathscr{L}$ without violating (3.14).
The linearity of $A^{+}$on $\mathscr{L}_{D^{*}}$ is an obvious consequence of the linearity of $A^{*}$ on $\mathbb{K}$ and the definition of $A^{\dagger}$. The continuity of $A^{+}$follows from the observation that the inverse image of $\vartheta\left(A^{\dagger} f ; D ; \epsilon\right)$ under $A^{+}$contains $ण\left(f ; A^{*-1} D ; \epsilon\right)$.
We note that if $\mathcal{E}$ consists of all equipping operators in $\mathfrak{H}$ and the bounded operator $A$ is such that $A^{-1}$ and $A^{*-1}$ exist on $\mathcal{H}$ and are bounded then by Lemma 3.1 the conditions of the theorem are satisfied. More generally, if either $A^{-1}$ or $A^{*-1}$ do not exist or are not bounded, the operator $A_{\zeta}=A-\zeta$ is such that $(A-\zeta)^{-1}$ and $\left(A^{*}-\bar{\zeta}\right)^{-1}$ exist and are bounded if $\zeta$ is chosen in the resolvent set of $A$. Hence the family $\mathcal{E}_{0}$ of all equipping operators is $(A-\zeta)$-stable if $\zeta$ is in the resolvent set. Thus, we can always define the bra-adjoint $A^{\dagger}$ of $A$ by

$$
A^{\dagger}=(A-\zeta)^{\dagger}+\zeta^{*} 1^{\dagger}
$$

where $1^{\dagger}$ is the identity operator in $\mathcal{L}$ over $\mathcal{E}_{0}$. However, while $1^{\dagger}$ maps $\mathcal{L}_{D}$ into itself, $(A-\zeta)^{\dagger}$ maps it into $\mathscr{L}_{(D A-\zeta D)_{0}^{*}}$ so that $A^{+}$might not contain all vectors in $\mathscr{L}$ in its domain of definition (see also Sec. 7).

## 4. BRA-EIGENVECTOR EXPANSIONS AND EXISTENCE OF GREEN'S FUNCTIONS

We shall convert the results of Sec. 2 so as to apply to extended Hilbert spaces. This will enable us to formulate and solve with ease problems which could be solved only under additional restrictive conditions if a single equipped Hilbert space were employed.

Theorem 4.1: Let $\left\{A_{1}, \ldots, A_{\nu}\right\}$ be a complete set of self-adjoint operators in $\mathfrak{H}$. For any $D \in \mathcal{E}$ there is a bra-expansion $\phi_{D}(\alpha) \in \mathcal{L}_{D}$ such that
$\left.\left\langle f \mid E^{A_{1}, \ldots, A_{\nu}}(\Delta) g\right\rangle=\int_{\Delta}\langle f| \phi_{D}(\alpha)\right)\left(\phi_{D}(\alpha)|g\rangle d \rho_{D}(\alpha)\right.$
for any $f, g \in \mathscr{K}_{D}\left[\right.$ where $\rho_{D}$ is defined in (2.19)]. The functional $\left\langle\phi_{D}(\alpha) \mid \cdot\right\rangle$ can be extended to $\mathscr{L}_{\text {ket }}$ in such a manner that $\left(\phi_{D}(\alpha)|f\rangle\right.$ is $\rho_{D}$-square-integrable in $\alpha \in R^{\nu}$ for any $f \in \mathscr{L}_{k e t}$ and (4.1) holds for any $f$, $g \in \mathcal{L}_{\mathrm{ket}}$. Moreover, if $D^{t}$ is any other equipping operator, then $\rho_{D}$ and $\rho_{D^{\prime}}$ are equivalent measures and there is $\rho_{D^{-}}$-almost everywhere in $\mathbb{R}^{\nu}$ a bra-expansion $\rho_{D^{\prime}}(\alpha)$ such that

$$
\begin{equation*}
\left.\left.\langle f| \phi_{D}(\alpha)\right)=\langle f| \phi_{D^{\prime}}(\alpha)\right)\left(\frac{d \rho_{D^{\prime}}(\alpha)}{d \rho_{D^{\prime}}(\alpha)}\right)^{1 / 2} \tag{4.2}
\end{equation*}
$$

for all $f \in \mathscr{L}_{k e t}$.

Proof: We can define $\phi_{D}(\alpha)$ by applying the axiom of choice to select from each equivalence class in $\widetilde{\mathcal{L}}$, representing an element of the expansion $\phi(\alpha)$ in $\mathscr{K}_{D^{*}}^{+}$ of Theorem 2.2, a representative element which would determine $\phi_{D}(\alpha)$ as an element of $\mathscr{L}_{D}$. [The use of the axiom of choice can be avoided by going back to the construction of $\phi_{D}(\alpha)$ from the spectral measure $E^{A_{1} \ldots \ldots A_{\nu}}(\Delta)$ and selecting at each $\alpha$ a specific sequence of contracting sets $\Delta_{1} \supset \Delta_{2} \supset \cdots \rightarrow\{\alpha\}$ in the limiting procedure determining $\phi_{D}(\alpha)$.] In view of (2,16) and (3.13) it is obvious that with such a choice (4.1) is true for any $f, g \in \mathcal{K}_{D}$. Since $\mathfrak{K}_{D}$ is dense in $\mathcal{L}_{\text {ket }}$ in the $\|\cdot\|-$ norm, we can find for any given $h \in \mathcal{L}_{\mathrm{ket}}$ a sequence $h_{1}, h_{2}, \cdots \in \mathcal{K}_{D}$ converging in that norm to $h$. By inserting in (4.1) $f=g=h_{m}-h_{n}$ and $\Delta=\mathbb{R}^{\nu}$, we get

$$
\begin{equation*}
\left\|h_{m}-h_{n}\right\|^{2}=\int_{\mathbb{R}^{\nu}}\left|\left(\phi_{D}(\alpha)\left|h_{m}\right\rangle-\left(\left.\phi_{D^{\prime}}(\alpha)\left|h_{n}\right\rangle\right|^{2} d \rho_{D}(\alpha)\right.\right.\right. \tag{4.3}
\end{equation*}
$$

This indicates that

$$
\begin{equation*}
\left(\phi _ { D } ( \alpha ) | h \rangle = \rho _ { D } - \text { l.i.m. } \left(\phi_{D}(\alpha)\left|h_{n}\right\rangle\right.\right. \tag{4.4}
\end{equation*}
$$

exists and is $\rho_{D}$-almost everywhere unique. The so defined functional in $h \in \mathcal{L}_{\text {ket }}$ is clearly linear $\rho_{D^{-}}^{-}$ almost everywhere and extends the validity of (4.1) to any $f, g \in \mathcal{L}_{\text {ket }}$.
By using the canonical decomposition (3.6), we can rewrite (2.19) in the form

$$
\begin{equation*}
\rho_{D}(\Delta)=\sum_{n=1}^{\infty} \lambda_{n}^{2}\left\|E^{A_{1} \ldots \ldots A_{\nu}}(\Delta) u_{n}\right\|^{2} \tag{4.5}
\end{equation*}
$$

This relationship explicitly displays the fact that $\rho_{D}(\Delta)=$ 0 for some Borel set $\Delta$ in $\mathbb{R}^{\nu}$ if and only if $E^{A_{1}, \ldots, A_{\nu}^{D}}(\Delta)=$ 0 . Hence, for any two $D, D^{\prime} \in \mathscr{E}$ the measures $\rho_{D}$ and $\rho_{D^{\prime}}$ are equivalent. By applying (4.1) to two specific choices of expansions $\phi_{D}$ and $\phi_{D}^{\prime}$, we infer that

$$
\left.\langle f| \phi_{D}(\alpha)\right)\left(\phi_{D}(\alpha)\left|u_{n}\right\rangle=\langle f| \phi_{D^{\prime}}^{\prime}(\alpha)\right)\left(\phi_{D^{\prime}}^{\prime}(\alpha)\left|u_{n}\right\rangle \frac{d \rho_{D^{\prime}}(\alpha)}{d \rho_{D^{\prime}}(\alpha)}\right.
$$

$\rho_{D}$-almost everywhere in $\mathbb{R}^{\nu}$. According to (4.5), the set

$$
\begin{equation*}
\left.\bigcap_{n=1}^{\infty} \Delta_{n}^{\prime}=\left(\bigcup_{n=1}^{\infty} \Delta_{n}\right)^{\prime}, \quad \Delta_{n}=\left\{\alpha \mid\left\langle u_{n}\right| \phi_{D}(\alpha)\right) \neq 0\right\} \tag{4.6}
\end{equation*}
$$

has $\rho_{D}$-measure zero. Hence, the expansion

$$
\begin{equation*}
\phi_{D^{\prime}}(\alpha)=\frac{\left(\phi_{D^{\prime}}^{\prime}(\alpha)\left|u_{n}\right\rangle\right.}{\left(\phi_{D}(\alpha)\left|u_{n}\right\rangle\right.}\left(\frac{d \rho_{D^{\prime}}(\alpha)}{d \rho_{D^{\prime}}(\alpha)}\right)^{1 / 2} \phi_{D^{\prime}}(\alpha) \tag{4.7}
\end{equation*}
$$

is well-defined, $\rho_{D}$-almost everywhere, and satisfies (4.2) for all $f \in \mathcal{L}_{\text {ket }}$.

From the point of view of notational convenience we could rewrite (4.1) for $\Delta=\mathbb{R}^{\nu}$ in the form

$$
\begin{equation*}
\left.\int_{\mathbb{R}^{\nu}} \mid \phi_{D}(\alpha)\right) d \rho_{D}(\alpha)\left(\phi_{D}(\alpha) \mid=1\right. \tag{4.8}
\end{equation*}
$$

We have to emphasize, however, that the above identity operator is defined only on the ket-space $\mathscr{L}_{\text {ket }}$ since the functional $(\cdot \mid \cdot)$ cannot be extended to $\mathcal{L} \times{ }^{\mathrm{ket}} \mathcal{L}$.

Definition 4.2: Let $\phi_{D_{1}}(\alpha)$ and $\phi_{D_{2}}(\alpha)$ be two braexpansions corresponding to the same complete set $\left\{A_{1}, \ldots, A_{\nu}\right\}$ and let $A_{1}^{+}, A_{2}^{+}$be two operators in the bra-space $\mathcal{L}$. If $\left(A_{1}^{\dagger} \phi_{D_{1}}(\alpha)|f\rangle=\left(A_{2}^{\dagger} \phi_{D_{2}}(\alpha)|f\rangle\right.\right.$ at each $f \in \mathcal{L}_{\mathrm{ket}}$ for $\rho_{D_{i}}$-almost all $\alpha \in \mathbb{R}^{\nu}$, then we shall write $A_{1}^{+} \phi_{D_{1}} \stackrel{\mathrm{w}}{=} A_{2}^{+} \phi_{D_{2}}$ and say that $A_{1}^{+} \phi_{D_{1}}$ and $A_{2}^{+} \phi_{D_{2}}$ are weakly equivalent in $\mathscr{L}$.

We note that the weak equivalence of $A_{1}^{\dagger} \phi_{D_{1}}$ and $A_{2}^{\dagger} \phi_{D_{2}}$ implies that for $\rho_{D_{i}}$-almost all $\alpha \in \mathbb{R}^{\nu}$ the two bravectors $A_{1}^{+} \phi_{D_{1}}(\alpha)$ and $A_{2}^{+} \phi_{D_{2}}(\alpha)$ share the same weak neighborhoods if they belong to a common $\mathscr{L}_{D}$. The fact that this will not always be the case is part of the obstacle which has stopped us from introducing the concept of weak equivalence for any two elements of $\tilde{\mathscr{L}}$, thus basing the construction of the bra-space $\mathcal{L}$ on weak rather than strong equivalence classes.

Theorem 4.2: If the closed operator $B$ in $\mathcal{L}_{\text {ket }}$ is a function of the complete set $\left\{A_{1}, \ldots, A_{\nu}\right\}$, i.e., $B \stackrel{\text { ket }}{=}$ $F\left(A_{1}, \ldots, A_{\nu}\right)$, and $\phi_{D}(\alpha)$ is a bra-expansion for $\left\{A_{1}, \ldots, A_{\nu}\right\}$, then

$$
\begin{equation*}
\left(\phi_{D}(\alpha)|B f\rangle=F(\alpha)\left(\phi_{D}(\alpha)|f\rangle,\right.\right. \tag{4.9}
\end{equation*}
$$

$\rho_{D^{-}}$-almost everywhere in $\mathbb{R}^{\nu}$ for any $f \in \mathcal{L}_{\mathrm{ket}}$.
Proof: As a consequence of the definition ${ }^{14}$ of a function $F\left(A_{1}, \ldots, A_{\nu}\right)$ of a set $\left\{A_{1}, \ldots, A_{\nu}\right\}$ of commuting self-adjoint operators we have
$E^{A_{1}, \ldots, A_{n}}(\Delta) F\left(A_{1}, \ldots, A_{\nu}\right) h=\int_{\Delta} F(\alpha) d E_{\alpha}^{A_{1}, \ldots, A_{\nu} h, ~(4.10)}$
for any $h \in \mathscr{D}(B)$. Hence, the application of (4.1) yields

$$
\begin{aligned}
\int_{\Delta}\langle f & \left.f \phi_{D}(\alpha)\right)\left(\phi_{D}(\alpha)\left|F\left(A_{1}, \ldots, A_{\nu}\right) h\right\rangle d \rho_{D}(\alpha)\right. \\
& =\langle f| E^{\left.A_{1}, \ldots, A_{\nu}(\Delta) F\left(A_{1}, \ldots, A_{\nu}\right) h\right\rangle} \\
& =\int_{\Delta} F(\alpha) d\langle f| E_{\alpha}^{\left.A_{1}, \ldots, A_{\nu} h\right\rangle} \\
& \left.=\int_{\Delta} F(\alpha)\langle f| \phi_{D}(\alpha)\right)\left(\phi_{D}(\alpha)|h\rangle d \rho_{D}(\alpha),\right.
\end{aligned}
$$

where the last step follows by the Radon-Nikodym theorem. Since the above relation holds for any Borel set $\Delta$ in $\mathbb{R}^{\nu}$, the integrands on both sides must be $\rho_{D^{-}}^{-}$ almost everywhere equal. By replacing $f$ with $u_{n}$ and recalling that the set in (4.6) is of zero $\rho_{D}$-measure, we arrive at the conclusion that (4.10) is true.

In the special case $F\left(A_{1}, \ldots, A_{\nu}\right)=A_{k}$, we get from Theorem 4.2 that

$$
\begin{equation*}
\left(\phi_{D}(\alpha)\left|A_{k} f\right\rangle=\alpha_{k}\left(\phi_{D}(\alpha)|f\rangle .\right.\right. \tag{4.11}
\end{equation*}
$$

Hence, if we define a bra-eigenvector $h \in \mathcal{L}_{D^{*}}$ of an operator $A$ with eigenvalue $\lambda$ by the requirement that it satisfy the relation

$$
\begin{equation*}
\left(h|A f\rangle=\lambda\left(h|f\rangle, \quad f \in \mathscr{K}_{D},\right.\right. \tag{4.12}
\end{equation*}
$$

we can state that the elements of a bra-expansion of $\left\{A_{1}, \ldots, A_{\nu}\right\}$ are simultaneous bra-eigenvectors of all the operators $A_{1}, \ldots, A_{\nu}$.
In light of the definition of the bra-adjoint $A^{\dagger}$ in Theorem 3.3 and (3.15), the relation (4.10) is equivalent to

$$
\begin{equation*}
F\left(A_{1}, \ldots, A_{\nu}\right)^{\dagger} \phi_{D}(\alpha)=\overline{F(\alpha)} \phi_{D}(\alpha) \tag{4.13}
\end{equation*}
$$

if $B$ is a bounded operator.
Definition 4.2: Let $\left\{A_{1}, \ldots, A_{\nu}\right\}$ be a complete set of observables in $\mathscr{C}$ and let $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$ be a spectral representation space ${ }^{14}$ for this set, i.e., we assume the existence of a unitary transformation $U$ of $\mathfrak{K}$ onto $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$ such that

$$
\begin{equation*}
\left(U A_{k} f\right)(\alpha)=\alpha_{k}(U f)(\alpha), \quad f \in \mathscr{D}\left(A_{k}\right) . \tag{4.14}
\end{equation*}
$$

If $A$ is a closed operator in $\mathscr{K}$, we shall say that $A$ has
an integral representation in the spectral representation space $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$ with kernel $K_{A}(\alpha, \beta)$ if and only if

$$
\begin{equation*}
[U A g](\alpha)=\int_{\mathbb{R}^{\nu}} K_{A}(\alpha, \beta)(U g)(\beta) d \mu(\beta) \tag{4.15}
\end{equation*}
$$

for any $g \in \mathscr{D}(A)$, and the function $K_{A}(\alpha, \beta)$ belongs to $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$ for each fixed $\alpha \in \mathbb{R}^{\nu}$.
We should emphasize that in the above definition $K_{A}\left(\alpha, \alpha^{\prime}\right)$ is assumed to be a bona fide function. Thus, $A_{b}$ itself does not have an integral representation in $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right) \equiv L^{2}\left(\mathbb{R}^{\nu}\right)$ despite the fact that formally (cf. Sec.7)

$$
\left(U A_{k} f\right)(\alpha)=\int_{\mathbb{R}^{\nu}} \delta(\alpha-\beta) \beta_{k}(U f)(\beta) d^{\nu} \beta
$$

Theorem 4.3: Suppose that $\mathscr{E}$ is $A$-stable. Then $A$ has an integral representation (in the sense of Definition 4.2) in a spectral representation space $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$ of the complete set $\left\{A_{1}, \ldots, A_{\nu}\right\}$ if and only if $A^{+} \phi_{D}(\alpha)$ is a ket-vector for $\mu$-almost all $\alpha \in \mathbb{R}^{\nu}$ and at such $\alpha \in \mathbb{R}^{\nu}$

$$
\begin{equation*}
\left.K_{A}(\alpha, \beta)=\left\langle A^{\dagger} \phi_{D}(\alpha)\right| \phi_{D}(\beta)\right) \frac{d \rho_{D}(\alpha)}{d \mu(\alpha)} \tag{4.16}
\end{equation*}
$$

at $\mu$-almost all $\beta \in \mathbb{R}^{\nu}$ for at least one bra-expansion $\phi_{D}(\alpha)$.

Proof: Since $A^{\dagger}$ exists by Theorem 3.3, we can use (4.1) to write

$$
\begin{equation*}
\left.\langle f \mid A g\rangle=\int_{\mathbf{R}^{\nu}}\langle f| \phi_{D}(\alpha)\right)\left(A^{\dagger} \phi_{D}(\alpha)|g\rangle d \rho_{D}(\alpha) .\right. \tag{4.17}
\end{equation*}
$$

In view of the assumption $A^{+} \phi_{D}(\alpha) \in \mathcal{L}_{\text {ket }}$, we can apply (4.1) again:
$\left.\left\langle A^{\dagger} \phi_{D}(\alpha) \mid g\right\rangle=\int_{R^{\nu}}\left\langle A^{\dagger} \phi_{D}(\alpha)\right| \phi_{D}(\beta)\right)\left(\phi_{D}(\beta)|g\rangle d \rho_{D}(\beta)\right.$.
The relations (4.14) imply that

$$
\begin{equation*}
\left(U E^{A_{1}, \ldots, A_{\nu}}(\Delta) f\right)(\alpha)=\chi_{\Delta}(\alpha)(U f)(\alpha) \tag{4.19}
\end{equation*}
$$

This fact in conjunction with (4.1) implies that $\mu$ and $\rho_{D}$ are equivalent measures. Hence, we can deduce from the relation

$$
\begin{align*}
\int_{\mathbf{R}^{\nu}} \overline{(U f)(\alpha)(U g)(\alpha) d \mu(\alpha)}=\langle f \mid g\rangle \\
=\int_{\mathbf{R}^{\nu}}\left\langle f \mid \phi_{D}(\alpha)\right\rangle\left(\phi_{D}(\alpha)|g\rangle d \rho_{D}(\alpha)\right. \tag{4.20}
\end{align*}
$$

that there is a real $\mu$-measurable function $\omega_{D}(\alpha)$ such that for any $f \in \mathscr{L}_{\text {ket }}$
$(U f)(\alpha)=\left[\frac{d \rho_{D}(\alpha)}{d \mu(\alpha)}\right]^{1 / 2} \exp \left[i \omega_{D}(\alpha)\right]\left(\phi_{D}(\alpha)|f\rangle\right.$,
$\mu$-almost everywhere. Combining (4.17) and (4.18) and comparing the result with (4.15), in light of (4.21) we arrive at the conclusion that

$$
\begin{aligned}
& \int_{\mathbf{R}^{\nu}} K_{A}(\alpha, \beta)(U g)(\beta) d \mu(\beta)=\left(\frac{d \rho_{D}(\alpha)}{d \mu(\alpha)}\right)^{1 / 2} \\
& \times \int_{\mathbf{R}^{\nu}}\left(A^{+} \phi_{D}(\alpha)|g\rangle(U g)(\beta)\left(\frac{d \rho_{D}(\beta)}{d \mu(\beta)}\right)^{1 / 2} d \mu(\beta)\right.
\end{aligned}
$$

holds for $\rho_{D}$-almost all $\alpha \in \mathbb{R}^{\nu}$ if among the different bra-expansions corresponding to $D \in \mathscr{E}$ we choose the one for which $\omega_{D}(\alpha) \equiv 0$. This implies that the above relation is also satisfied by all vectors $g$ in any fixed
countable set $\mathscr{D}_{0} \subset \mathscr{D}(A)$ at all $\alpha \in \Delta_{0}$, where $\mu\left(\mathbb{R}^{\nu}-\Delta_{0}\right)=0$. By choosing $\mathscr{D}_{0}$ dense in $\mathfrak{K}$, we can extend the validity of this conclusion to all $g \in \mathscr{H}$ since $K_{A}(\alpha, \cdot) \in \AA_{\mu}^{2}\left(\mathrm{R}^{\nu}\right)$, and thus conclude that (4.16) holds.
Conversely, if $K_{A}(\alpha, \beta)$ exists in the sense of Definition 4.2 , then we can combine (4.15) with (4.21) to arrive at the relation

$$
\begin{aligned}
\left(\phi_{D}(\alpha)|A f\rangle=\left[\frac{d \mu(\alpha)}{d \rho_{D}(\alpha)}\right]^{1 / 2}\right. & \exp \left[-i \omega_{D}(\alpha)\right] \\
& \times \int_{R^{\nu}} K_{A}(\alpha, \beta)(U f)(\beta) d \mu(\beta)
\end{aligned}
$$

By applying the Schwarz-Cauchy inequality in $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$, we obtain
$\left|\left(A^{\dagger} \phi_{D}(\alpha)|f\rangle \left\lvert\, \leq\left[\frac{d \mu(\alpha)}{d \rho_{D}(\alpha)}\right]^{1 / 2}\left(\int\left|K_{A}(\alpha, \beta)\right|^{2} d \mu(\beta)\right)^{1 / 2}\|f\|\right.\right.\right.$.
By Riesz' theorem the above inequality implies that $A^{+} \phi_{D}(\alpha) \in \mathscr{L}_{\text {ket }}$. Comparison of (4.15) with (4.18) shows that (4.16) is satisfied.
Let us agree to write for $f, g \in \mathcal{L}$

$$
\begin{equation*}
(f|A| g)=\left\langle A^{\Psi f \mid g}\right) \tag{4.22}
\end{equation*}
$$

for some operator in $\mathscr{L}_{\text {ket }}$ if and only if $A^{\dagger} f \in \mathscr{L}_{\text {ket }}$. In that case, (4.16) assumes the form

$$
\begin{equation*}
K_{A}(\alpha, \beta)=\left(\phi_{D}(\alpha)|A| \phi_{D}(\beta)\right)\left\{\frac{d \rho_{D}(\alpha)}{d \mu(\alpha)} \frac{d \rho_{D}(\beta)}{d \mu(\beta)}\right\}^{1 / 2} \tag{4.23}
\end{equation*}
$$

The above results have an immediate bearing to the question of the existence of a Green's function $G_{A}(\alpha, \beta ; \zeta)$ for an operator $A$ at the point $\zeta$ in the resolvent set of $A$. Substituting $R_{A}(\zeta)=(A-\zeta)^{-1}$ for $A$ in the above considerations, we can apply Theorem 4.3 and arrive at the representation
$G_{A}(\alpha, \beta ; \zeta)=\left(\phi_{D}(\alpha)\left|R_{A}(\zeta)\right| \phi_{D}(\beta)\right)\left(\frac{d \rho_{D}(\alpha)}{d \mu(\alpha)} \frac{d \rho_{D}(\beta)}{d \mu(\beta)}\right)^{1 / 2}$
for the Green's function of $U(A-\zeta) U^{-1}$ in $L_{\mu}^{2}\left(\mathbb{R}^{\nu}\right)$.

## 5. APPLICATIONS TO TIME-INDEPENDENT SCATTERING THEORY

Let us consider now two self-adjoint operators $H$ and $H_{0}$ in the separable Hilbert space $\mathfrak{K}$. Physically $H$ could be the total Hamiltonian and $H_{0}$ the free Hamiltonian or one of the cluster Hamiltonians (in case that we are dealing with multichannel scattering problem). To avoid inconsequential notational complications, we assume that the wave-operators

$$
\begin{equation*}
\Omega_{ \pm}=\underset{\epsilon \rightarrow+0}{s}=\lim \Omega_{ \pm \epsilon} \tag{5.1}
\end{equation*}
$$

exist as partial isometries with initial domains $\mathfrak{H}$.
However, in order to allow for the possibility that longrange forces are present, we assume that ${ }^{19}$

$$
\begin{align*}
& \Omega_{ \pm \epsilon}=\int_{-\infty}^{+\infty} \frac{ \pm i \epsilon}{H-\lambda \pm i \epsilon} Z_{ \pm} E^{H_{0}}(d \lambda) \\
&=\int_{-\infty}^{+\infty} E^{H}(d \lambda) Z_{ \pm} \frac{ \pm i \epsilon}{\lambda-H_{0} \pm i \epsilon} \tag{5.2}
\end{align*}
$$

where $Z_{ \pm}$are bounded operators determined ${ }^{20}$ by the
interactions acting between the particles of the system and

$$
\begin{equation*}
H_{0}=\int_{-\infty}^{+\infty} \lambda d E_{\lambda}^{H_{0}}, \quad H=\int_{-\infty}^{+\infty} \lambda d E_{\lambda}^{H} \tag{5.3}
\end{equation*}
$$

Suppose that $\left\{A_{1}, \ldots, A_{\nu}\right\}$ is a complete set of observables and $H_{0}=h\left(A_{1}, \ldots, A_{\nu}\right)$. If $\phi_{D}(\alpha)$ is a bra-
expansion for $\left\{A_{1}, \ldots, A_{\nu}\right\}$ for which at any $f \in \mathbb{H}$

$$
\begin{align*}
\lim _{\lambda \rightarrow h(\alpha)}\left(\phi_{D}(\alpha) \mid Z_{ \pm}^{*}(H\right. & \left.-\lambda \pm i \epsilon)^{-1} f\right\rangle \\
& =\left(\phi_{D}(\alpha)\left|Z_{ \pm}^{*}(H-h(\alpha) \pm i \epsilon)^{-1} f\right\rangle\right. \tag{5.4}
\end{align*}
$$

at $\rho_{D}$-almost all $\alpha \in \mathbb{R}^{\nu}$, then

$$
\begin{equation*}
\left(\phi_{D}(\alpha)\left|\Omega_{ \pm \epsilon}^{*} f\right\rangle=\mp i \epsilon\left(\phi_{D}(\alpha)\left|Z_{ \pm}^{*}(H-\lambda \mp i \epsilon)^{-1} f\right\rangle .\right.\right. \tag{5.5}
\end{equation*}
$$

The proof of the above relation (5.5) is essentially the same as the proof of Theorem 4.1 in Ref. 2 supplemented by the observation that the restriction of having $\Omega_{ \pm \epsilon}^{*}$ map some $\mathscr{K}_{D}$ into itself can be dropped when working in $\mathcal{L}$ rather than in $\mathscr{K}_{D}^{+}$since we can work with $f$ in $D\left(D\left(\Omega_{ \pm \epsilon}^{*}+\zeta\right)\right)$ at fixed $|\zeta|>\left\|Z_{\ddagger}\right\|$.
In view of Definition 4.1, the relation (5.5) states that the following relation of weak equivalence holds:

$$
\begin{equation*}
\Omega_{ \pm \epsilon}^{* \dagger} \phi_{D}(\alpha) \stackrel{\mathrm{w}}{=} \pm i \epsilon\left[Z_{ \pm}^{*}(H-\lambda \mp i \epsilon)^{-1}\right]^{\dagger} \phi_{D}(\alpha) . \tag{5.6}
\end{equation*}
$$

Hence, (5.1) implies that

$$
\begin{equation*}
\phi_{D}^{ \pm}(\alpha)=\Omega_{ \pm}^{*+} \phi_{D}(\alpha)=\mp \mathrm{w}_{\epsilon \rightarrow+0}-\mathrm{i} . \mathrm{m} .\left[i \epsilon Z_{ \pm}^{*}(H-\lambda \mp i \epsilon)\right]^{\dagger} \phi_{D}(\alpha) \tag{5.7}
\end{equation*}
$$

if we agree on the following notation: if $A_{1}^{+}, A_{2}^{+}, \cdots$ is a sequence of operators in $\mathcal{L}$, we write

$$
\begin{equation*}
A^{\dagger} \phi_{D}(\alpha)=\mathrm{w}-\text { 1.i.m. } A_{n}^{\dagger} \phi_{D}(\alpha) \tag{5.8}
\end{equation*}
$$

if and only if for any $f \in \mathcal{L}_{\text {ket }}$

$$
\begin{equation*}
\left(A^{\dagger} \phi_{D}(\alpha)|f\rangle=\rho_{D}-\underset{n \rightarrow \infty}{1 . \operatorname{im} .}\left(A_{n}^{\dagger} \phi_{D}(\alpha)|f\rangle\right.\right. \tag{5.9}
\end{equation*}
$$

We note that the concept of convergence contained in (5.8) is related to convergence in the weak topology of $\mathcal{L}$ to the extent that (5.9) implies weak convergence of some subsequence of $\left\{A_{n}^{\dagger} \phi_{D}(\alpha)\right\}$ to $A^{+} \phi_{D}(\alpha)$ for $\rho_{D}$-almost all $\alpha \in \mathbb{R}^{\nu}$.
The equations (5.7) are equivalent to the type II Lipp-mann-Schwinger equations for distorted waves modified ${ }^{20}$ so as to apply also when long-range forces are present. Similar considerations yield the equations

$$
\begin{equation*}
\phi_{D}(\alpha)=\Omega_{ \pm}^{\dagger} \phi_{D}^{ \pm}(\alpha)=\mp \underset{\epsilon \rightarrow+0}{-1 . \mathrm{i} . \mathrm{m} .}\left[i \epsilon Z_{ \pm}\left(H_{0}-\lambda \mp i \epsilon\right]^{\dagger} \phi_{D}^{ \pm}(\alpha) .\right. \tag{5.10}
\end{equation*}
$$

An application of the extended Hilbert space formalism also provides a very straightforward method for deciding when the $T$ operator is an integral operator in the spectral representation space of some complete set $\left\{A_{1}, \ldots, A_{\nu}\right\}$ of observables. In fact, after writing ${ }^{2}$

$$
\begin{align*}
\langle f \mid T g\rangle=\lim _{\epsilon \rightarrow+0} & \left.\frac{\epsilon}{\pi} \int_{\mathrm{R}^{\nu}}\langle f| \phi_{D}(\alpha)\right)\left(\phi_{D}(\alpha) \mid H_{I} \Omega_{-}\right. \\
& \left.\times\left[\left(H_{0}-h(\alpha)\right)^{2}+\epsilon^{2}\right]^{-1} g\right\rangle d \rho_{D}(\alpha), \tag{5.11}
\end{align*}
$$

we conclude by applying Theorem 4.3 [assuming that $\mathcal{E}$ has been chosen ( $H_{I} \Omega_{-}$)-stable; cf. also Sec. 7] that a further expansion involving $g$ will be possible if and only if $\left(H_{I} \Omega_{-}\right)^{\dagger} \phi_{D}(\alpha) \in \mathscr{L}_{\text {ket }}$ for $\rho_{D}$-almost all $\alpha \in \mathbb{R}^{\nu}$.

Using Theorem 4.2 we arrive at the expression

$$
\begin{align*}
& \langle f \mid T g\rangle=\lim _{\epsilon \rightarrow+0} \frac{\epsilon}{\pi} \int_{\mathbf{R}^{\nu}} d \rho_{D}(\alpha) \overline{\widehat{f}(\alpha)} \int_{\mathbf{R}^{\nu}} d \rho_{D}(\beta) \\
& \left.\quad \times\left[(h(\alpha)-h(\beta))^{2}+\epsilon^{2}\right]^{-1}\left\langle\left(H_{I} \Omega_{-}\right)^{\dagger} \phi_{D}(\alpha)\right| \phi_{D}(\beta)\right) \hat{g}(\beta) \tag{5.12}
\end{align*}
$$

for the transition operator $T$, relating this operator to the $T$ matrix

$$
\begin{equation*}
\left.T(\alpha, \beta)=\left(\phi_{D}(\alpha)\left|H_{I} \Omega_{-}\right| \phi_{D}(\beta)\right)=\left\langle\left(H_{I} \Omega_{-}\right) \dagger \phi_{D}(\alpha)\right| \phi_{D}(\beta)\right) . \tag{5.13}
\end{equation*}
$$

## 6. FIELDS AT A POINT AS OPERATORS IN EXTENDED FOCK SPACE

Another area of quantum physics in which the extended Hilbert space formalism can be a very handy mathematical tool is quantum field theory. In this section we shall use the concept of expansion in bra-eigenvectors to define the concept of free field at a point. Rigorous formulations of this concept in the context of nested Hilbert spaces ${ }^{21}$ and the $\AA$ formalism ${ }^{22}$ have been previously considered, but their practical applicability is limited by the relative intricacy of the constructions. In contradistinction, the fields at a point to be defined in the sequel have all the desired basic properties and lead to straightforward definitions of practically important objects, such as normally ordered polynomials in the fields, integrals of such polynomials, etc.
We shall work in extended Fock space. Fock space itself is constructed by means of direct sums and tensor products from the single-particle spaces. Hence, if $\mathscr{L}_{k}$ denotes the bra-space of $\mathscr{C}_{k}$, let us simply agree to denote by $\oplus_{k} \mathcal{L}_{k}$ and $\otimes_{k} \mathcal{L}_{k}$ the bra-spaces associated with $\oplus_{k} \mathscr{K}_{k}$ and $\otimes_{k} \mathscr{F}_{k}$, respectively.
To avoid cumbersome notation, we consider the case when only one kind of particle is involved. Let $\Im_{1}$ denote the one particle space, and $\mathfrak{F}_{0}$ the one-dimensional complex Hilbert space describing the Fock vacuum. We shall let $S_{n}$ stand for the symmetrizer or antisymmetrizer, depending on whether the particle is a boson or fermion, respectively. Thus, the $n$-particle component $\mathscr{F}_{n}$ of the Fock space $\mathscr{F}$ will contain as a dense set the linear manifold of all vectors $f=\oplus_{n=0}^{\infty} f^{(n)}$ with zero $f^{(m)}$ components for $m \neq n$ and
$f^{(n)}=S_{n}\left(f_{1} \otimes \cdots \otimes f_{n}\right)=\frac{1}{n!} \sum_{s}( \pm 1)^{\pi(s)} f_{i_{1}} \otimes \cdots \otimes f_{i_{n}}$,
where $s$ varies over the permutation group of $n$ objects and $\pi(s)$ is 0 for an even and +1 for an odd permutation $s=\left(i_{1}, \ldots, i_{n}\right)$. We define the $n$-particle component $\mathcal{G}_{n}$ of the Fock bra-space $\mathcal{G}$ to be the closure of the ${ }^{n}{ }^{n}$-space $\mathcal{F}_{n}$ in the strong topology of the extended Hilbert space $\oplus_{n=0}^{\infty} \mathscr{F}_{1}^{\otimes n} \subset \oplus_{n=0}^{\infty} S_{1}^{\infty}$. This definition is consistent with the fact that by Theorem 3.1 the ket-space $\mathscr{F}_{1}^{\otimes n}$ is dense in the bra-space $乌_{1}^{\otimes n}$ in the strong topology of that space.
Let $\left\{A_{1}, \ldots, A_{\nu}\right\}$ be a complete set of observables in the one-particle space $\mathscr{F}_{1}$ (such as spin and momentum or spin and position, etc.) and let $D \in \mathscr{E}_{1}$ be an equipping operator for $\mathscr{F}_{1}$. Denote by $\phi_{D}(\alpha)$ the corresponding bra-expansion and let $\left(\phi_{D}(\alpha)|f\rangle\right.$ be a given extension of the functionals ( $\phi_{D}(\alpha)|\cdot\rangle, \alpha \in \mathbb{R}^{\nu}$, originally defined only for $f \in \mathscr{K}_{D} \subset \mathscr{F}_{1}$ to all $f \in \mathcal{F}_{1}$. We define then a corresponding annihilator $\psi_{D}(\alpha)$ on vectors in $\mathscr{F}_{n}$ of the form (6.1) by

$$
\begin{align*}
\psi_{D}(\alpha) S_{n}\left(f_{1} \otimes \cdots \otimes f_{n}\right) & =n^{1 / 2} \sum_{s}( \pm 1)^{\pi(s)} \\
& \times\left(\phi_{D}(\alpha)\left|f_{i_{1}}\right\rangle f_{i_{2}} \otimes \cdots \otimes f_{i_{n}} .\right. \tag{6.2}
\end{align*}
$$

The restriction $\psi_{D}^{(n)}(\alpha)$ of this operator to $\mathscr{F}_{n}$ can be defined on all of $\mathscr{F}_{n}$ by setting

$$
\begin{equation*}
\psi_{D}^{(n)}(\alpha)=n^{1 / 2} n!\left(\phi_{D}(\alpha) \mid \otimes \mathbf{1}_{n-1},\right. \tag{6.3}
\end{equation*}
$$

where $1_{n-1}$ is the identity operator on $\mathscr{F}_{n-1}$, i.e., by (4.8)

$$
\begin{align*}
\mathbf{1}_{n-1}=\int \mid \phi_{D}\left(\alpha_{1}\right) \otimes \cdots & \left.\otimes \phi_{D}\left(\alpha_{n-1}\right)\right) d \rho\left(\alpha_{1}\right) \cdots d \rho\left(\alpha_{n-1}\right) \\
& \times\left(\phi_{D}\left(\alpha_{1}\right) \otimes \cdots \otimes \phi_{D}\left(\alpha_{n-1}\right) \mid\right. \tag{6.4}
\end{align*}
$$

It should be emphasized, however, that $\psi_{D}{ }^{(n)}(\alpha)$ is not a closed linear operator (except when all observables $A_{1}, \ldots, A_{\nu}$ have only point spectra) since by the closed graph theorem that would imply that it is bounded, and therefore that $\psi_{D}(\alpha)$ has an adjoint $\psi_{D}^{*}(\alpha)$ in $\mathcal{F}$. It is well-known that this is not the case. The reason why we could extend $\psi_{D}(\alpha)$ to $\mathscr{F}_{n}$ is that in defining the functionals $\left(\phi_{D}(\alpha)|f\rangle\right.$ for all of $f \in \mathscr{F}_{1}$ we have isolated one of the many possible extensions of the original functionals in which $f$ varied over $\mathscr{K}_{D}$.
The bra-adjoint $\psi_{D}^{+}(\alpha)$ is easily established to be the creator which acts on vectors in $\mathcal{S}_{n}$ of the form (6.1) in the following manner:

$$
\begin{align*}
\psi_{D}^{\dagger}(\alpha) S_{n} f_{1} & \otimes \cdots \otimes f_{n} \\
& =(n+1)^{-1 / 2} S_{n+1} \phi_{D}(\alpha) \otimes f_{1} \otimes \cdots \otimes f_{n} \tag{6.5}
\end{align*}
$$

Hence, if so desired, the restriction $\psi_{D}^{+(n)}(\alpha)$ of $\psi_{D}^{\dagger}(\alpha)$ to $S_{n}$ can be described as an operator with range in $S_{n+1}$ by writing

$$
\begin{equation*}
\left.\psi_{D}^{+(n)}(\alpha)=(n+1)^{-1 / 2} S_{n+1} \mid \phi_{D}(\alpha)\right) \otimes 1_{n} . \tag{6.6}
\end{equation*}
$$

We note that normally ordered polynomials: $\Phi$ : of creators and annihilators are perfectly well-defined operators from the ket-space $\mathcal{F}$ to the bra-space 9 . Moreover, the concept of "smearing" such normal products as

$$
\begin{align*}
& : \Phi\left(\alpha_{1}, \ldots, \alpha_{l}, \alpha_{l+1}, \ldots, \alpha_{l+m}\right) \\
& \quad=\psi_{D}^{\dagger}\left(\alpha_{1}\right) \cdots \psi_{D}^{\dagger}\left(\alpha_{l}\right) \psi_{D}\left(\alpha_{l+1}\right) \cdots \psi_{D}\left(\alpha_{l+m}\right) \tag{6.7}
\end{align*}
$$

with any function $\hat{f}_{0}$ in $L_{\rho_{D} \times(l+m)}^{2}\left(\mathrm{R}^{\nu(l+m)}\right)$ which is appropriately symmetrized, i.e., for which $S_{l+m} \hat{f}_{0}=\hat{f}_{0}$,

$$
\begin{array}{r}
\Phi\left(\hat{f}_{0}\right)=\int_{\mathbb{R}^{\nu}(l+m)}: \Phi\left(\alpha_{1}, \ldots, \alpha_{l+m}\right): \hat{f}_{0}\left(\alpha_{1}, \ldots, \alpha_{l+m}\right) d \rho_{D}\left(\alpha_{1}\right) \\
\times \cdots d \rho_{D}\left(\alpha_{l+m}\right) \tag{6.8}
\end{array}
$$

is defined by Theorem 2.3. The restriction of $\Phi\left(\hat{f}_{0}\right)$ to $\mathcal{F}_{l}$ is a bounded operator from $\mathcal{F}_{n}$ to $\mathcal{F}_{l+n-m}$. To see that this last statement is correct, note that by (6.2) and (6.5) if $n \geq m$ and $f_{0} \in \mathcal{F}_{n}$ has its component $f^{(n)}$ in $\mathscr{F}_{n}$ given by (6.1), then

$$
\begin{align*}
: \Phi\left(\alpha_{1}\right. & \left., \ldots, \alpha_{l+m}\right): f(n) \\
= & \left(\frac{n(n-1) \cdots(n-m+1)}{(l+n-m+1) \cdots(n-m+1)}\right)^{1 / 2} \\
& \times S_{l+n-m+1} \cdots S_{n-m+1} \sum_{s}( \pm 1) \pi(s) \\
& \times\left(\phi _ { D } ( \alpha _ { l + 1 } ) | f _ { i _ { 1 } } \rangle \cdots \left(\phi_{D}\left(\alpha_{l+m}\right)\left|f_{i_{m}}\right\rangle\right.\right. \\
& \times \phi_{D}\left(\alpha_{1}\right) \otimes \cdots \otimes \phi_{D}\left(\alpha_{l}\right) \otimes f_{i_{m+1}} \otimes \cdots \otimes f_{i_{n}} \tag{6.9}
\end{align*}
$$

The notation is such that each of the above symmetrizers $S_{j}$ acts on the last $j$ vectors of the tensor product in (6.9).

Let $U_{1}$ denote the unitary transformation

$$
\begin{equation*}
\hat{f}(\alpha)=\left(U_{1} f\right)(\alpha)=\left(\phi_{D}(\alpha)|f\rangle\right. \tag{6.10}
\end{equation*}
$$

of $\mathscr{F}_{1}$ onto $L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$. If $U_{n}=U_{1}^{\infty}{ }^{\circ}$ is the corresponding unitary transformation of $\mathcal{F}_{n}$ onto $S_{n} L_{\rho_{D} \times n}^{2}\left(\mathbb{R}^{\nu n}\right)$ and $\hat{g}=U_{i} g, \hat{h}=U_{m} h$ for $g \in \mathcal{F}_{l}, h \in \mathcal{F}_{m}$, then by using (6.9) and (2.23) we easily get

$$
\begin{align*}
&: \Phi(\hat{g} \otimes \hat{\bar{h}}): f(n) \\
&=\left\{\frac{n(n-1) \cdots}{(l+n-m+1) \cdots}\right\}^{1 / 2} \\
& \times S_{l+n-m+1} \cdots S_{n-m+1} \sum_{s}( \pm 1)^{\pi(s)} \\
& \times\left(h\left|f_{i_{1}} \otimes \cdots \otimes f_{i_{m}}\right\rangle_{m} g \otimes f_{i_{m+1}} \otimes \cdots \otimes f_{i_{n}},\right. \tag{6.11}
\end{align*}
$$

where $\left(\cdot|\cdot\rangle_{m}\right.$ is the form (3.12) in $\mathcal{F}_{m} \subset \mathcal{G}_{m}$. Since this form becomes the inner product on $\mathcal{F}_{m}$ when $h \in \mathscr{F}_{m}$, the relation (6.11) establishes that : $\Phi\left(\hat{g}^{*} \otimes \hat{h}\right):$ is bounded when restricted to $\mathscr{F}_{n}$. Note that the "smeared" fields $\psi_{D}\left(\hat{f}_{0}\right)$ and $\psi_{D}^{+}\left(\hat{f}_{0}\right), \hat{f}_{0} \in L_{p_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$, are special cases of the general expression in (6.8).

In light of the above remarks, this means that, as expected, the smeared fields are bona fide operators in $\mathfrak{F}$ if the smearing function $\hat{f}_{0}$ belongs to $S_{l+m} L_{\rho_{D^{\times(l+m)}}^{2}}\left(\mathbb{R}^{\nu(l+m)}\right)$. Theorem 2.3 enables us to define $\Phi\left(\hat{f}_{0}\right)$ as a unique element of $\mathscr{K}_{D^{*}}^{\dagger}$ for general case of $\hat{f} \in \mathcal{P}_{D^{(l+m)}}\left(\mathbb{R}^{\nu(l+m)}\right)$ However, in general $m_{D}^{-1} \Phi\left(\hat{f}_{0}\right) f(n)$ contains more than one element of $S_{D^{\prime}}$. By (6.11) we still get uniqueness for $m_{D}^{-1} \Phi\left(\hat{f}_{0}\right) f(n)$ as long as $f(n) \in \mathcal{K}_{D}$ and $g \in \mathcal{S}_{0}=\cap_{D} S_{D^{\prime}}$ But if $f \in \mathcal{G}-\mathcal{F}$ the integral in (6.8) will in general depend not only on $\hat{f}$ but on the expanding sequence $\Delta_{1} \subset \Delta_{2} \subset \cdots$ used in defining $\Phi(\hat{f}) f^{(n)}$ as in (2.27). Only in case that $\Phi\left(\hat{f}_{0}\right) f(n) \in \mathcal{G}_{0_{0}}=\cap \mathcal{S}_{D}$ can we be assured of the uniqueness of $\Phi\left(\hat{f}_{0}\right)$ in $\mathcal{S}_{D}$ by Theorem 3.3.

Since $\psi_{D}(\alpha)$ is an operator on $\mathcal{F}$ and not on the entire bra-space $\mathcal{G}$, objects which are not normally ordered [e.g., $\left.\psi_{D}(\alpha) \psi_{D}^{+}(\beta)\right]$ are not well-defined as operators from $\mathcal{S}$ to $\mathcal{G}$. This is to be expected since (anti-) commutators such as $\left[\psi_{D}(\alpha), \psi_{D}^{+}(\beta)\right]_{ \pm}$contain $\delta$ functions rather than only bona fide functions. In fact, we easily infer from (6.2) and (6.5) by the usual algebraic manipulations that

$$
\begin{equation*}
\left[\psi_{D}(\alpha), \psi_{D}^{\dagger}(\widehat{f})\right]_{ \pm}=\left(\phi_{D}(\alpha)|f\rangle=\widehat{f}(\alpha)\right. \tag{6.12}
\end{equation*}
$$

for any $\hat{f} \in L_{\rho_{D}}^{2}\left(\mathbb{R}^{\nu}\right)$. The above relation reflects the $\delta$-function nature of the above (anti-) commutator, which is, however, well defined for smeared-out creators since $\psi_{D}^{+}(\hat{f})$ is an operator from $\mathfrak{F}$ to $\mathfrak{F}$.
Let $F\left(A_{1}, \ldots, A_{\nu}\right)$ be a self-adjoint operator-valued function of $A_{1}, \ldots, A_{\nu}$. Using (6.3) and (6.6) we easily establish that

$$
\begin{align*}
& \int_{\mathbf{R}^{\nu}} F(\alpha) \psi^{\dagger}(\alpha) \psi(\alpha) d \rho_{D}(\alpha) \\
&=\oplus_{n=0}^{\infty} \sum_{k=1}^{n+1} \mathbf{1}_{k} \otimes F\left(A_{1}, \ldots, A_{v}\right) \otimes \mathbf{1}_{n-k} \tag{6.13}
\end{align*}
$$

For example, the particle-number operator is obtained as a special case for $F(\alpha) \equiv 1$. Other objects, such as the global energy, momentum, angular momentum, etc., are well-known special cases of (6.13).

## 7. DISCUSSION

The main purpose of introducing the concept of extended Hilbert space is to supply a mathematical framework which is rigorous and at the same time simple and easy to apply to problems in quantum physics. The facility in applying a formalism depends to a great extent on whether certain key operations can be performed with ease under a variety of circumstances without being restricted by a load of conditions which have to be met to validate such applications and which might be difficult or impossible to verify in practice. In our case we deem that the operation of taking the bra-adjoint of an operator is such a key operation. We note that Theorem 3.3 which deals with this operation does require the condition of $A$-stability to be met as a precondition for its guaranteeing the existence of $A^{\dagger}$. We have shown how in the problems treated in this paper that condition can be easily satisfied. However, in the long run it might turn out that this condition severely hampers the applicability of the formalism. Therefore, we present here an alternative definition of an extended Hilbert space (see also Ref. 23).
It is easily seen that the relation $\left\{f_{n}\right\} \cong\left\{g_{n}\right\}$ by which two sequences from $\tilde{\mathscr{L}}$ (for given $\mathcal{E}$ ) are identified iff $\left\|f_{n}-g_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$ is an equivalence relation. Let us denote by $B$ the family of all corresponding equivalence classes. After identifying each element $f$ in $\mathfrak{H}$ with the equivalence class containing the sequence $f$, $f, \cdots$, we obtain a subset $\mathcal{K}$ of $B$ as the image of this identification. The alternative extended Hilbert space consists now of the ordered pair $\mathcal{K} \subset \mathcal{B}$, where $\mathcal{K}$ and $\mathcal{B}$ play the role of alternative ket and bra spaces, respectively.
It is easy to see that now for any operator $A$ which has an adjoint $A^{*}$ and for which $\left\{A^{*} f_{n}\right\}$ and $\left\{A^{*} g_{n}\right\}$ belong to $\widetilde{\mathscr{L}}$, we shall have that $\left\{A^{*} f_{n}\right\} \cong\left\{A^{*} g_{n}\right\}$ whenever $\left\{f_{n}\right\} \cong\left\{g_{n}\right\}$ due to the fact that $A^{*}$ is closed. ${ }^{14}$ Hence the bra-adjoint $A^{\dagger}$ of $A$ will be always unambiguously defined so that the $A$-stability of $\mathcal{E}$ is not required. Strong and weak topologies can be introduced in $\mathcal{K} \subset \beta$ in the same manner as in $\mathscr{L}_{\text {ket }} \subset \mathscr{L}$, and the construction of $(\cdot|\cdot\rangle$ proceeds in the same manner. All the theorems of Secs. 3 and 4 stay true without even having to require the $A$-stability of $\mathcal{E}$. Hence, from the point of view of applications, $\mathcal{K} \subset \mathcal{B}$ seems to have marked advantages over $\mathcal{L}_{\text {ket }} \subset \mathscr{L}$.
The disadvantages of $\mathcal{K} \subset \propto$ in comparison with $\mathscr{L}_{\text {ket }} \subset \mathscr{L}$ seem to be more of a pure mathematical nature. In $\mathfrak{K} \subset \mathcal{B}$ the strong topology is not Hausdorff. Furthermore, $\mathcal{K \subset} \mathcal{B}$ does not have the nice feature of reducing to $\mathscr{K} \subset \mathcal{K}_{D}^{+}$in the special case when $\mathcal{E}=\left\{D^{*}\right\}$, so that equipped Hilbert spaces are not special cases of alternative extended Hilbert cases.
One object which plays a prominent role in the formal manipulations with the bra and ket formalism but has not been given a rigorous counterpart in the preceding sections is the "inner product" $(f \mid g)$ of two bra-vectors $f, g$ in $\mathcal{L}$ (or 3 ). The obvious reason for this intentional omission is that in general such an object cannot have a meaning as a complex number [e.g., witness the "inner product" of a plane wave $\exp (i \mathbf{k r})$ with itself, which yields a divergent integral]. However, a rigorous meaning can be given to the symbol $\left(\phi_{D}^{(1)}(\alpha) \| \phi_{D}^{(2)}(\beta)\right)$, where $\phi_{D}^{(1)}(\alpha)$ and $\phi_{D}^{(2)}(\beta)$ are any two bra-expansions, since such an object can be treated as a functional on $L_{\rho_{D}(1)}^{2} \times L_{\rho_{D}(2)}^{2}$. We simply set by definition

$$
\begin{array}{r}
\int \overline{\left(U_{D}^{(1)} f\right)(\alpha)}\left(\phi_{D}^{(1)}(\alpha) \mid \phi_{D}^{(2)}(\beta)\right)\left(U_{D}^{(2)} g\right)(\beta) d \rho_{D}^{(1)}(\alpha) d \rho_{D}^{(2)}(\beta) \\
=\langle f \mid g\rangle, \quad(7.1) \tag{7.1}
\end{array}
$$

where $U_{D}^{(1)}$ and $U_{D}^{(2)}$ are defined by (2.20). Such a definition will obviously allow the above-mentioned formal manipulations, but might be easily deemed to be of a trivial nature. It has to be remembered, however, that any bra-vector is a limit of ket-vectors in the strong topology of the extended Hilbert space. Hence (7.1) is equal to

$$
\begin{align*}
\lim _{n \rightarrow \infty} \int \overline{\left(U_{D} f\right)(\alpha)} & \left.\left\langle\phi_{D}^{(1)}(\alpha ; n)\right| \phi_{D}^{(2)}(\beta)\right) \\
& \quad \times\left(U_{D}^{(2)} g\right)(\beta) d \rho_{D}^{(1)}(\alpha) d \rho_{D}^{(2)}(\beta) \tag{7,2}
\end{align*}
$$

where $\left\{\phi_{D}{ }^{(1)}(\alpha ; n)\right\}_{n=1}^{\infty}$ is some sequence approximating $\phi_{D}{ }^{(1)}(\alpha)$. We note that each

$$
\begin{equation*}
\left.\Gamma_{n}(\alpha, \beta)=\left\langle\phi_{D}^{(1)}(\alpha ; n)\right| \phi_{D}^{(2)}(\beta)\right) \tag{7.3}
\end{equation*}
$$

is a perfectly well-defined complex function, which thus provides an approximation of the functional (7.1). Moreover, in some cases it might happen that

$$
\begin{equation*}
\Gamma_{\infty}(\alpha, \beta)=\lim _{n \rightarrow \infty} \Gamma_{n}(\alpha, \beta) \tag{7.4}
\end{equation*}
$$

exists $\rho_{D}^{(1)} \times \rho_{D}^{(2)}$ almost everywhere (as, for example, in the case of the expansions for position and momentum in quantum mechanics).

We can generalize (7.1) to give meaning to the symbol $\left(\phi_{D}{ }^{(1)}(\alpha)|A| \phi_{D}{ }^{(2)}(\beta)\right)$ by setting

$$
\begin{align*}
& \int\left(\phi_{D}^{(1)}(\alpha)|A| \phi_{D}^{(2)}(\beta)\right)\left(U^{(2)} g\right)(\beta) d \rho_{D}^{(2)}(\beta) \\
& \quad=\lim _{n \rightarrow \infty} \int\left\langle A^{*} \phi_{D}^{(1)}(\alpha ; n) \mid \phi_{D}^{(2)}(\beta)\right\rangle\left(U^{(2)} g\right)(\beta) d \rho_{D}^{(2)}(\beta) \tag{7.5}
\end{align*}
$$

for $\rho_{D}{ }^{(1)}$-almost all $\alpha$. The above definition extends the scope of the notation encountered in (4.23), which now corresponds to the special case when $\phi_{D}{ }^{(1)} \equiv \phi_{D}{ }^{(2)}$.
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#### Abstract

Irreducible tensor operators of a finite group $G$ are discussed as elements of the group algebras of $G^{\otimes n}(n=1,2,3, \cdots)$. Formulas are given for the number of times that an irreducible tensor operator of a certain rank can be constructed in these algebras and more specifically how often they can be constructed from the elements of a fixed class of conjugate elements in $\boldsymbol{G}^{\otimes^{n}}(\mathrm{n}=1,2,3, \cdots)$. Some of results are interpreted in the framework of the duality between classes and irreducible representations in finite groups.


## 1. INTRODUCTION

Recently there has been much discussion in the literature concerning the possibility of constructing irreducible tensor operators in the group algebra of a finite group (Refs. 1-6). In Ref. 1 Gamba gave a preliminary exploration of the possibility of constructing such tensor operators. In Refs. 2-4 Killingbeck exploited this idea somewhat further, mainly in view of applications in crystal field theory. In Ref. 5 De Vries and Van Zanten showed that the Dirac matrices can be considered as irreducible tensor operators of the Dirac matrix group. This idea was used to study Fierz transformations, which play a role in weak interaction theory. Yet another application of this same basic concept can be given in treating the quantitative splitting of a degenerate energy level under the action of a symmetry-breaking Hamiltonian, which was recently discussed in group theoretical terms by Biedenharn and Gamba in Ref. 7.

Most of the discussions of tensor operators constructed in the group algebra are intuitive and not exhaustive. In Sec. 2 of this paper we shall discuss the precise relationship between these tensor operators and the conventional tensor operators as used, for example, in the theory of angular momentum, or, more generally, in the theory of $\operatorname{SU}(n)$ (cf. Ref. 8). It will be shown that tensor operators constructed in the group algebra of a finite group $S$ suffer from a lack of generality. In the first place it is not possible in general to construct irreducible tensor operators of an arbitrary rank in the group algebra and secondly the nondiagonal reduced matrix elements of those tensor operators which can be constructed in the group algebra all vanish. To avoid these restrictions one can embed $S$ in a larger group and try to construct tensor operators of $\mathcal{S}$ in the group algebra of this larger group. In Sec. 3 we take for such larger group direct products $\mathcal{S}^{8 n}(n=2,3,4, \ldots)$ of $\mathcal{S}$ with itself. This turns out to be a natural and powerful embedding, which gives rise to more general tensor operators, which have nondiagonal reduced matrix elements unequal to zero.

In Sec. 4 we discuss problems concerning the number of times that an irreducible tensor operator of a certain rank can be constructed in the group algebras of $\mathcal{G}^{\boldsymbol{} \quad n}$ ( $n=1,2,3, \cdots$ ) and more specifically how often they can be constructed from the elements of a fixed class of conjugate elements in these groups. Furthermore, we prove that the irreducible representations of $\mathcal{S}$ which correspond to tensor operators constructible in the above mentioned group algebras, are just the irreducible representation of the quotient group $\mathcal{G} / \mathfrak{z}$, where $z$ is the centre of $\mathcal{S}$.

In Sec. 5 we give some explicit constructions, to illustrate the techniques and some of the properties discussed in Secs. 2, 3 and 4.

Finally, in Sec. 6, we interpret some results of the previous sections in the framework of the duality between classes and irreducible representation in finite groups, as recently discussed by Gamba, Robinson, De Vries and Van Zanten (see Refs. 1, 9,10 , and 11). It will be shown that the properties of irreducible tensor operators constructible in the group algebras of $\mathcal{G}^{\circ n}$ ( $n=1,2,3, \ldots$ ) can be cast in a form, strikingly dual to properties of commutators in $\mathcal{S}$. A list of dual items concerning irreducible tensor operators and commutators has been added at the end of Sec. 6.

## 2. PRELIMINARY REMARKS

In the literature one can find the concept of a tensor operator defined with various degrees of precision. In this paper we shall use the following rigorous definition (cf. Refs. 8, 12-15). Let $\mathcal{S}$ be a compact group with elements $R, S, \ldots$. Let $R \rightarrow U_{R}$ be a representation of $\mathcal{S}$ by operators on a Hilbert space $\mathcal{U}$. A tensor operator $T$ with respect to $\mathcal{S}$ is a set of operators

$$
\begin{equation*}
T=\left\{T_{\alpha}: \alpha=1,2, \ldots, q\right\}, \tag{1}
\end{equation*}
$$

the elements of which are transformed into linear combinations of themselves according to the transformation law

$$
\begin{equation*}
U_{R} T_{\alpha} U_{R}^{-1}=\sum_{\beta=1}^{q} D_{\beta \alpha}(R) T_{\beta}, \tag{2}
\end{equation*}
$$

for all $\alpha=1,2, \ldots, q$ and for all $R \in \mathcal{S}$. The matrices $D(R)$ provide then a matrix representation of $\mathcal{S}$. We suppose that the product of the operators on the lhs of Eq. (2) and the linear combination of the operators on the rhs of Eq. (2) have a meaning in the usual sense as products and sums of operators acting in the Hilbert space $V$. If the representation matrices $D(R)$ happen to be the matrices of an irreducible representation ( $j$ ) the tensor operator is called an irreducible tensor operator

$$
\begin{equation*}
T^{j}=\left\{T_{m}^{j}: m=1,2, \ldots,[j]\right\} \tag{3}
\end{equation*}
$$

where [ $j$ ] is the dimension of the irreducible representation ( $j$ ). Instead of Eq. (2) one has now

$$
\begin{equation*}
U_{R^{\prime}} T_{m}^{j} U_{R}^{-1}=\sum_{m^{\prime}} D_{m^{\prime} m}^{(j)}(R) T_{m}^{j} . \tag{4}
\end{equation*}
$$

If one considers irreducible tensor operators which are elements of the group algebra (Ref. 16, p. 108), one uses the following definition (Ref.1-6):

$$
\begin{equation*}
R T_{m}^{j} R^{-1}=\sum_{m^{\prime}} D_{m^{\prime} m}^{(j)}(R) T_{m}^{j} \tag{5}
\end{equation*}
$$

for all elements $R \in \varrho$ and all $m$.
The product on the lhs and the summation on the rhs of Eq. (5) now have sense in the group algebra $A$ ( () . It is
obvious that this definition differs from Eq. (4). If one takes for $R$ and $T_{m}^{j}$ of Eq. (5) representation matrices of an arbitrary representation of the group (which gives, of course, also a representation of the group algebra), we arrive at a formula which is just a special case of the conventional definition (Eq. (4)) of irreducible tensor operators. However, manipulating in this way we shall never obtain the most general form of an irreducible tensor operator. The tensor operators which we get by using Eq. (5) with $T_{m}^{j}$ taken from the group algebra always possess the property that their representations are reduced to block form as soon as one reduces the representation of the elements $R$ to block form, owing to the fact that the representation of the group algebra is reduced simultaneously with the representation of the group. It is then apparent that the reduced matrix elements $\left\langle j^{\prime}\left\|T^{j}\right\| j^{\prime \prime}\right\rangle$ are equal to zero for $\left(j^{\prime}\right) \neq\left(j^{\prime \prime}\right)$. This is what we meant by saying that a tensor operator which is an element of the group algebra never gives rise to the most general form of a tensor operator as defined by Eq. (4) (cf. also Ref. 2).

If we restrict ourselves to tensor operators which are elements of the group algebra, the matrix elements $\left\langle j^{\prime} m^{\prime}\right| T_{m}^{j}\left|j^{\prime \prime} m^{\prime \prime}\right\rangle$ vanish identically unless $\left(j^{\prime}\right)=\left(j^{\prime \prime}\right)$ and $\left\{j^{\prime} j j^{\prime}\right\} \neq 0$. [The $3 j$ symbol $\left\{j_{1} j_{2} j_{3}\right\}$ denotes the number of times that the irreducible representation $\left(j_{3}\right)$ is contained in the Kronecker product $\left(j_{1}\right) \otimes\left(j_{2}\right)$ of the ir reducible representations $\left(j_{1}\right)$ and $\left(j_{2}\right)$, see Ref. 16, p.148.] From this we see that only such tensor operators $T_{m}^{j}$ can possibly occur in the group algebra if there exists a representation ( $j^{\prime}$ ) such that

$$
\begin{equation*}
(j) \subset\left(j^{\prime}\right) \otimes\left(j^{\prime *}\right) \tag{6}
\end{equation*}
$$

where ( $j^{\prime *}$ ) denotes the complex conjugate representation of ( $j^{\prime}$ ). Equation (6) is a necessary condition for $T^{j}$ to be constructed in the group algebra $A(\Omega)$. In Sec. 4 we prove that Eq. (6) is also a sufficient condition.

## 3. CONSTRUCTIBILITY OF IRREDUCIBLE TENSOR OPERATORS

In Eq. (5) the $T_{m}^{j}$ are elements of the group algebra and thus linear combinations of the group elements. The coefficients in these expressions depend on the matrix elements $D_{m^{\prime} m}^{(j)}(R)$, but are unknown a priori. In order to study how to determine these coefficients, we take instead of a linear combination just one group element $C$ from a class of conjugate elements $\mathcal{C}_{k}$ and see how it is transformed under the operator

$$
\begin{equation*}
\rho_{R}(C)=R C R^{-1} \tag{7}
\end{equation*}
$$

If $R$ runs through the set of group elements, $R C R^{-1}$ runs through the elements of the class $\mathrm{C}_{k}$. From this it is clear that the elements of a fixed class transform among each other under the operations $\rho_{R}$. As is known, the $\rho_{R}$ form a group (the group of inner automorphisms) if one defines the product $\rho_{R} \rho_{S}$ as the operator $\rho_{R S}$ (see Ref. 17). This group is isomorphic to the quotient group $\mathcal{G} / z$, where $z$ denotes the center of $g\left(z \in z\right.$ if $R Z R^{-1}=z$, $\forall R \in \mathcal{S}$ ).

We see that under the transformations of Eq. (7) the $g_{k}$ elements of the class $\bigodot_{k}$ can be considered as the basis elements of a representation space of the group of inner automorphisms. This representation is a permutation representation. (cf. Ref. 18, § 187), i.e., every row and every column contains one element equal to 1 , whereas all others equal 0. Because of the fact that $\mathcal{S}$ is homorphic to $\mathcal{S} / \mathcal{Z}$, this permutation representation is at
the same time a representation of $S$. In general this representation is reducible. If we decompose it into irreducible constituents then in the representation space we get linear combinations of the elements of the class $\mathfrak{C}_{k}$, which are the basis elements of an irreducible representation space under the operations $\rho_{R}$ of Eq. (7). It is clear that we get irreducible tensor operators in $A(S)$ in this way. From these considerations it is also evident that the tensor operator $T_{m}^{j}$ can only appear as tensor operator in $A(S)$, if the irreducible representation $(j)$ of $S$ is at the same time an irreducible representation of the group $\mathcal{G} / z$. This implies

$$
\begin{equation*}
x^{(j)}(Z)=[j], \quad \forall Z \in z, \tag{8}
\end{equation*}
$$

where $\chi^{(j)}(Z)$ is the character of $Z$ in $(j)$.
This again is a necessary condition for $T^{j}$ to be an irreducible tensor operator in $A(S)$. However, Eq. (8) is not a sufficient condition although it is difficult to find a counter example. The only counter example we could find is a finite group of order 6048 , called $U_{3}(3)$ in the mathematical literature. (Cf. Ref. 19, where a character table of this group is given. ) For this group Eq. (8) is satisfied, but one can verify by using Eq. (6) or Eq. (13) that the six-dimensional irreducible representation of this group does not correspond to an irreducible tensor operator constructible in $A(S)$. In Ref. 6 an example is given illustrating how the irreducible tensor operators of the symmetric group $S_{3}$ can explicitly be found by reducing the permutation representation generated by the elements of a class.

We already pointed out that the tensor operators in the group algebra $A(\xi)$ are of a restrictive nature, because it is not possible to construct tensor operators corresponding to all ( $j$ ) and those that can be constructed have the property that only their diagonal reduced matrix elements can be nonzero. To avoid these restrictions one can try to embed the group $S$ in a larger group $\overline{\mathcal{G}}$ and construct tensor operators of $S$ in the group algebra of $\bar{G}$.

A natural and powerful embedding, which readily suggests itself is to embed $\mathcal{S}$ in $\mathcal{G} \otimes \mathcal{G}$, the direct product of $G$ with itself and more generally in $S \otimes S \otimes \ldots \otimes S=S^{* n}$ $(n=2,3, \ldots)$. In particular, the isomorphism $S \cong S^{*}$ $\mathcal{G}^{* \ldots * G}=\mathcal{S}^{* n}$ is considered, where $S^{* n}$ denotes the diagonal subgroup of $\zeta^{\otimes n}$, consisting of the elements $(R, R, \ldots, R)$ of $\mathcal{G}^{\otimes n}$. We now consider tensor operators $T^{j}$ of the group $S$, which are elements of the group algebra $A(\mathcal{G} \otimes \mathcal{G} \otimes \ldots \otimes \mathcal{G})=A\left(\mathcal{G}^{\otimes n}\right)$. To this end we generalize the defining relation (5) as follows:

$$
\begin{equation*}
(R, R, \ldots, R) T_{m}^{j}(R, R, \ldots, R)^{-1}=\sum_{m} D_{m}^{(j)}(R) T_{m}^{j} \tag{9}
\end{equation*}
$$

where $(R, R, \ldots, R)$ is an element of $\mathcal{G}^{* n}$ and $D^{(j)}(R)$ is again the representation matrix of the element $R$ of $\mathcal{S}$ in the representation $(j)$. In the next section we shall see that in this way one can construct all tensor operators transforming as irreducible representations of the group $\mathcal{G} / z$ (i.e., those representations for which Eq. (8) holds). Moreover, the nondiagonal reduced matrix elements $\left\langle j^{\prime}\left\|T^{j}\right\| j^{\prime \prime}\right\rangle$ will in general no longer be zero.

Another aspect of the embedding of $S$ in $S \otimes n$ is that it leads one to consider a certain kind of duality between classes and irreducible representations. This will be discussed in detail in Sec. 6. To construct tensor operators corresponding to an irreducible representation ( $j$ ) of $\mathcal{G}$ which is not a representation of $\mathcal{S} / \mathcal{Z}$, one has to embed $S$ in other groups than $G^{\ominus n}$. We shall give an
example of such an embedding in Sec. 5. We have not been able to solve the general problem of finding a group $\overline{\mathcal{S}}$ in which $\mathcal{S}$ can be embedded such that all tensor operators of $\mathcal{S}$ can be constructed in the group algebra of $\bar{G}$.

Because of the fact that $\mathcal{G} / \mathcal{Z}$ is isomorphic to the group of inner automorphisms we might call tensor operators which can be constructed in $A\left(\mathcal{S}^{\oplus n}\right)$ inner tensor operators. Tensor operators which cannot be constructed in $A\left(\mathcal{C}^{\oplus n}\right)$, we might call outer tensor operators. Whether there is any relationship with outer automorphisms is not known to us.

## 4. NUMBER OF TIMES TENSOR OPERATORS OCCUR

We now want to discuss the problem whether an irreducible tensor operator of rank $j$ can actually be constructed in $A(S)$ from the elements of a fixed class $\mathbb{C}_{k}$ and more specifically how often it can be constructed from these elements (cf. also Ref. 1). We define $a_{1}(j ; k)$ to be the number of independent ways that a tensor operator of rank $j$ can be constructed from the elements of $\mathfrak{C}_{k}$. Then one has

$$
\begin{equation*}
a_{1}(j ; k)=\frac{1}{g} \sum_{R \in \mathfrak{S}} \mathrm{X}^{(j)(R)} \mathrm{X}^{\text {ék }_{k}^{*}}(R)=\frac{1}{g} \sum_{i} g_{i} \chi_{i}^{(j)} \mathrm{X}_{i}^{\complement^{*} k} \tag{10}
\end{equation*}
$$

In this equation $\chi^{\complement k}(R)$ denotes the character of the element $R$ in the permutation representation generated from the class $\mathfrak{C}_{k}$, whereas $g$ is the number of elements of $\mathcal{G}$. It can readily be shown that $g_{i} \mathrm{x}_{i}{ }^{\mathrm{e} k}$ is equal to the number of commuting pairs of elements from $\mathbb{C}_{k}$ and $\mathbb{C}_{i}$. We shall call this number $N_{i k}=N_{k i}$. Equation(10) now becomes

$$
\begin{equation*}
a_{1}(j ; k)=\frac{1}{g} \sum_{i} N_{i k} \mathrm{X}_{i}^{(j)} . \tag{11}
\end{equation*}
$$

This equation was already given by Gamba (Ref.1).
Now for $(j)=\left(1_{1}\right)$ (the trivial representation) the summation in Eq. (11) can be performed and gives

$$
\begin{equation*}
a_{1}\left(1_{1} ; k\right)=\frac{1}{g} \sum_{i} N_{i k}=\frac{1}{g}\left(g_{k} \frac{g}{g_{k}}\right)=1 . \tag{12}
\end{equation*}
$$

From this we see that a tensor operator of rank ( $1_{1}$ ), can be constructed exactly once from the class $\mathfrak{C}_{k}$. (This tensor operator is the class sum.)

From Eq. (11) it follows more generally that an irreducible tensor operator of rank $j$ occurs at most [ $j$ ] times in a class $\mathbb{C}_{k}$, because

$$
\begin{equation*}
a_{1}(j ; k)=\frac{1}{g} \sum_{i} N_{i k} \mathrm{X}_{i}^{(j)} \leqslant[j] \frac{1}{g} \sum_{i} N_{i k}=[j] . \tag{13}
\end{equation*}
$$

In the case of simply reducible groups (Refs. 12 and 16) we can express the number $N_{i k}$ in terms of $6 j$ sym bols. One finds

$$
N_{i k}=\frac{1}{g} \sum_{j j_{1} j_{2}}(-1)^{j_{1}+j_{2}+2 j^{\prime}}\left[j^{\prime}\right]\left\{\begin{array}{l}
j^{\prime} j^{\prime} j_{1}  \tag{14}\\
j^{\prime} j^{\prime} j_{2}
\end{array}\right\} g_{i} g_{k} \mathrm{x}_{i}^{\left(j_{j}\right)} x_{k}^{\left(j_{2}\right)}
$$

[See Ref. 20, Eq. (33).]

## Hence

$$
a_{1}(j ; k)=\frac{g_{k}}{g} \sum_{j^{\prime} j_{2}}(-1)^{j+j_{2}+2 j^{\prime}}\left[j^{\prime}\right]\left\{\begin{array}{l}
j^{\prime} j^{\prime} j  \tag{15}\\
j^{\prime} j^{\prime} j_{2}
\end{array}\right\} x_{k}^{\left(j_{2}\right)} .
$$

From this formula we see again that tensor operators of rank $j$ can occur in $A(\mathcal{G})$ only if there exists a repre-
sentation $\left(j^{\prime}\right)$ with the property that $(j) \in\left(j^{\prime}\right) \otimes\left(j^{\prime}\right)$ note that for a simply reducible group $\left(j^{\prime *}\right)=\left(j^{\prime}\right)$. In particular, tensor operators corresponding to half integer representations (see Refs. 12 and 16) of a simply reducible group do not occur in the group algebra $A(S)$. For the case of the Dirac matrix group and the quaternion group this was already observed in Ref. 5. For an arbitrary one-dimensional representation ( $1_{i}$ ) we can apply Eq. (1) of Ref. 21 giving

$$
\begin{equation*}
a_{1}\left(1_{i} ; k\right)=\frac{g_{k}}{g} \sum_{j j_{2}}(-1)^{\left(1_{i}\right)+j_{2}+\left(1_{i}\right) \otimes j_{2}}\left\{j j 1_{i}\right\}\left\{j j j_{2}\right\}_{\chi_{k}^{\left(j_{2}\right)}}^{(1)} \tag{16}
\end{equation*}
$$

We shall now give a criterion of a somewhat different nature with which one can check whether a tensor operator of rank $j$ can be constructed from the elements of a class $\mathbb{C}_{k}$. First we present the following theorem.

Theorem 1: Let $\mathscr{J}(C)$ be the normalizer of the element $C$ from the class $\mathbb{C}_{k}$. The number of times that an irreducible tensor operator of rank $j$ can be constructed from the elements of $\mathfrak{C}_{k}$ is equal to the number of times that the trivial representation $\left(1_{1}\right)$ of $\Im(C)$ is contained in the irreducible representation $(j)$ of $S$ restricted to the subgroup $\mathcal{T}(C)$.

For the proof of this theorem we refer to p. 207 of Ref.18. Our Theorem 1 is in fact part of the contents of Theorem II of that paragraph. If one takes for the subgroup $H$ of Theorem II the normalizer M(C) (i.e., the subgroup of elements of $\mathcal{G}$, which commute with $C$ ) the above theorem follows.

Theorem 1 gives rise to the following corollary.
Corollary: A tensor operator of rank $j$ can be constructed from the elements of the class $\mathbb{C}_{k}$ if and only if the irreducible representation ( $j$ ) of $\mathcal{G}$ restricted to the subgroup $\Upsilon(C)$ contains the trivial representation $\left(1_{1}\right)$ of $\widetilde{\sim}(C)$ or

$$
\sum_{R \in \pi(C)} x^{(j)(R)>0}
$$

This criterion can be applied easily for practical calculations. A direct proof of this corollary can be given by using Eq. (39) of Sec.5. (cf. Ref. 6).

Next we shall derive an expression for the total number of times that a tensor operator of rank $j$ can be constructed in the group algebra $A(\mathcal{S})$. If one sums Eq. (11) over $k$, one gets

$$
\begin{equation*}
a_{1}(j)=\sum_{k} a_{1}(j ; k)=\frac{1}{g} \sum_{i, k} N_{i k} \chi_{i}^{(j)}=\sum_{i} \chi_{i}^{(j)} \tag{17}
\end{equation*}
$$

[see also Eq. (12)].
This equation is very useful for practical applications. To decide whether an irreducible tensor operator of rank $j$ appears in the group algebra one only has to check whether $\sum_{i} \chi_{i}^{(j)}>0$.

Equation (17) can be brought into a different form, which has some advantages from a theoretical point of view:

$$
\begin{align*}
a_{1}(j) & =\sum_{i} \chi_{i}^{(j)}=\sum_{i}\left(\frac{1}{g} \sum_{j^{\prime}} g_{i} \chi_{i}^{\left(j^{\prime}\right)^{*}} \chi_{i}^{\left(j^{\prime}\right)}\right) \chi_{i}^{(j)} \\
= & \sum_{j^{\prime}} \frac{1}{g} \sum_{R} \chi^{\left(j^{\prime}\right) *}(R) \chi^{\left(j^{\prime}\right)}(R) \chi^{(j)}(R) \\
= & \sum_{j^{\prime}}\left\{j^{\prime} j j^{\prime}\right\}=\sum_{j^{\prime}}\left\{j^{\prime} j^{\prime *} j\right\} . \tag{18}
\end{align*}
$$

We see from Eq. (18) that the necessary condition of Eq. (6) for constructing the tensor operator $T^{j}$ in the group algebra $A(S)$ is sufficient as well.

Similarly, we can derive expressions for the total number of times that a tensor operator of rank $j$ can be constructed in the group algebra $A\left(\mathcal{G}^{\infty}\right)(n=2,3, \ldots)$. In the case of $S \otimes S$, e.g., one has as classes the sets of elements ( $R, S$ ), where $R$ is from $\mathbb{C}_{k}$ and $S$ from $\mathbb{C}_{l}$. We shall denote such a class by the symbol ( $\mathfrak{C}_{k}, \mathfrak{C}_{1}$ ). Once again the elements of the set $\left(\mathbb{C}_{k}, \mathfrak{C}_{l}\right)$ can be considered as the basis vectors of a permutation representation of the group $\mathcal{S}$. The character of the element $R$ of $\mathcal{S}$ in this representation is equal to

$$
\begin{equation*}
\chi^{\left({ }^{C_{k}}, \mathrm{e}_{l}\right)}(R)=\chi^{\mathbb{C}_{k}}(R) \chi{ }^{\mathbb{C}_{l}}(R) . \tag{19}
\end{equation*}
$$

If $R$ is from $\mathfrak{C}_{i}$ one has

$$
\begin{equation*}
\chi^{\left(\mathfrak{C}_{k}, \mathrm{e}_{l}\right)}(R)=\frac{1}{g_{i}^{2}} N_{i k} N_{i l} \tag{20}
\end{equation*}
$$

[cf. the derivation of Eq. (12)].
From this it follows that the number of times that a tensor operator of rank $j$ can be constructed from the class $\left(\mathfrak{C}_{k}, \mathfrak{C}_{l}\right)$ in $A(\mathcal{S} \otimes \mathcal{S})$ equals

$$
a_{2}(j ; k, l)=\frac{1}{g} \sum_{i} g_{i} \mathrm{x}_{i}^{(j)} \chi_{i}^{\left(\mathfrak{e}_{k}, \mathrm{e}_{l}\right)}=\frac{1}{g} \sum_{i} \frac{1}{g_{i}} \chi_{i}^{(j)} N_{i k} N_{i l},
$$

and the total number of times that it can be constructed in $A(S \otimes S)$ is

$$
\begin{equation*}
a_{2}(j)=\frac{1}{g} \sum_{i k l} \frac{1}{g_{i}} \chi_{i}^{(j)} N_{i k} N_{i l}=\sum_{i} \frac{g}{g_{i}} \mathrm{x}_{i}^{(j)} \tag{21}
\end{equation*}
$$

We remark that for the six-dimensional irreducible representation of the finite group $U_{3}(3)$, mentioned in Sec. 3, the rhs of Eq. (21) is larger than zero, which means that a tensor operator corresponding to this representation can be constructed in $A(\mathcal{G} \otimes \mathcal{S})$, although as we saw before it cannot be constructed in $A(\mathcal{G})$.

Analogous to Eq. (18) we have

$$
\begin{align*}
a_{2}(j) & =\sum_{i} \frac{g}{g_{i}} \chi_{i}^{(j)} \\
& =\frac{1}{g} \sum_{R} \sum_{j^{\prime} j^{\prime \prime}} \chi^{(j)}(R) \chi^{\left(j^{\prime}\right)}(R) \chi^{\left(j^{\prime \prime}\right)}(R)_{\chi^{\left(j^{\prime}\right)^{*}}(R) \chi^{\left(j^{\prime \prime}\right)^{*}(R)}} \\
& =\sum_{j^{\prime}, j^{\prime \prime}}\left\{j^{\prime} \otimes j^{\prime \prime} j^{\prime *} \otimes j^{\prime \prime *} j\right\} \tag{22}
\end{align*}
$$

In Eq. (22) we introduced a generalization of the $3 j$ symbol, $\left\{j^{\prime} \otimes j^{\prime \prime} j^{\prime *} \otimes j^{\prime \prime} j\right\}$, which gives the number of times that the representation $(j)$ is contained in the Kronecker product of the representation $\left(j^{\prime}\right) \otimes\left(j^{\prime \prime}\right)$ times its complex conjugate representation.

Along the same line one can derive that the number of times that a tensor operator of rank $j$ can be constructed in $A\left(G^{\oplus n}\right)$ is equal to

$$
\begin{equation*}
a_{n}(j)=\sum_{i}\left(\frac{g}{g_{i}}\right)^{n-1} \chi_{i}^{(j)}=\sum_{J^{(n)}}\left\{J^{(n)} J^{(n) *} j\right\} \tag{23}
\end{equation*}
$$

In this equation the symbol $J^{(n)}$ denotes a representation of the type

$$
\begin{equation*}
J^{(n)}=\left(j_{1}\right) \otimes\left(j_{2}\right) \otimes \cdots \otimes\left(j_{n}\right), \tag{24}
\end{equation*}
$$

where the ( $j_{i}$ ) are irreducible representations of $\mathcal{G}$. The summation in Eq. (23) runs over all representations $J^{(n)}$, with $n$ fixed. The symbol $\left\{J^{(n)} J^{(n) *} j\right\}$ gives the number of times that the representation $(j)$ is contained in the Kronecker product $J^{(n)} \otimes J^{(n) *}$.

Now we introduce sets of irreducible representations. We shall say that an irreducible representation ( $j$ ) belongs to the set $M_{n}$ if $a_{n}(j)>0$. In the following we shall need two lemmas dealing with these sets.

Lemma A: Let ( $j_{1}$ ) be an irreducible representation belonging to the set $M_{1}$ and let $\left(j_{2}\right)$ be an irreducible representation belonging to the set $M_{n}$. If ( $j_{3}$ ) is an irreducible representation contained in the Kronecker product $\left(j_{1}\right) \otimes\left(j_{2}\right)$ then $\left(j_{3}\right)$ belongs to $M_{n+1}$.

Lemma B: If ( $j$ ) is an irreducible representation belonging to the set $M_{n}$ then ( $j$ ) belongs also to $M_{n^{+1}}$ and so one has $M_{n} \subseteq M_{n+1}, n=1,2,3, \ldots$.

Proof: From the assumption of Lemma A and from Eq. (23) it follows that there exists an irreducible representation ( $j$ ) with the property that

$$
\begin{equation*}
\left\{j j^{*} j_{1}\right\}>0 \tag{25}
\end{equation*}
$$

Furthermore, it follows that there exists a representation $J^{(n)}$ with

$$
\begin{equation*}
\left\{J^{(n)} J^{(n) *} j_{2}\right\}>0 . \tag{26}
\end{equation*}
$$

Now we consider the representation $J^{(n+1)}=J^{(n)} \otimes(j)$. One has

$$
\begin{align*}
\left\{J^{(n)}\right. & \left.\otimes j J^{(n) *} \otimes j^{*} j_{3}\right\} \\
& =\sum_{j, j^{\prime \prime}}\left\{J^{(n)} J^{(n)} j^{\prime}\right\}\left\{j j^{*} j^{\prime \prime}\right\}\left\{j^{\prime} j^{\prime \prime} j_{3}\right\} \\
& \geqslant\left\{J^{(n)} J^{(n) *} j_{2}\right\}\left\{j j^{*} j_{1}\right\}\left\{j_{1} j_{2} j_{3}\right\}>0, \tag{27}
\end{align*}
$$

because of Eqs. (25) and (26) and the assumption that ( $j_{3}$ ) is contained in $\left(j_{1}\right) \otimes\left(j_{2}\right)$. This proves Lemma $A$.
Lemma $B$ is an immediate consequence of Lemma $A$
[take $\left(j_{1}\right)=\left(1_{1}\right)$ and $\left(j_{2}\right)=(j)$ in Lemma A].
If one takes two irreducible representations $\left(j_{1}\right)$ and $\left(j_{2}\right)$ from $M_{1}$ and if $\left(j_{3}\right)$ is contained in $\left(j_{1}\right) \otimes\left(j_{2}\right)$ then $\left(j_{3}\right)$ does not necessarily belong to $M_{1}$ in general. However, from Lemma $A$ it follows that $\left(j_{3}\right)$ does belong to $M_{2}$. Now we consider all possible Kronecker products of irreducible representations from $M_{1}$. They define a subalgebra in the algebra of representations (or a subring in the ring of characters). This subalgebra may coincide with the whole algebra of representations. From the remark made above and from Lemma $A$ it is clear that the irreducible representation belonging to this subalgebra are just representations from the union of the sets $M_{1} \cup M_{2} \cup \cdots \equiv M$. According to a theorem of Burnside (cf. Ref. 18, p. 299) the irreducible representations ( $j$ ) belonging to a subalgebra define a quotient group $\mathcal{S} / \mathfrak{K}$ of $\mathcal{S}$ of which they are the irreducible representations. [We might say that $G / \mathcal{H}$ is generated by the irreducible representations ( $j$ ) of $M_{1}$.] In all representations ( $j$ ) of the subalgebra all elements of $\mathscr{C}$ are represented by $D^{(j)}(E)$, whereas this is not the case for any ( $j$ ) not belonging to the subalgebra, i.e., for ( $j$ )'s with $(j) \notin M$. Now we know already that all irreducible representations from $M_{1}$ are also irreducible representations of S/3. Moreover, if ( $j_{1}$ ) and ( $j_{2}$ ) are from $M_{1}$ and if ( $j_{3}$ ) is contained in $\left(j_{1}\right) \otimes\left(j_{2}\right)$ then $\left(j_{3}\right)$ is again an irreducible representation of $\varsigma / z$. From this we have that
$S / z \subseteq S / z$ or that $z \supseteq \mathcal{K}$. We shall prove now that in fact $S / K=S / Z$ or equivalently:

Theorem: The set of all irreducible representations of $\varrho / z$ coincides with $M$.

Proof: We saw that $\mathcal{G} / \mathcal{K} \subseteq \mathcal{S} / z$. Let ( $j$ ) be an irreducible representation of $\mathcal{S}$, such that ( $j$ ) is also an irreducible representation of $\mathcal{G} / z$. Then

$$
\begin{equation*}
x^{(j)}(R)=[j], \forall R \in z . \tag{28}
\end{equation*}
$$

One has

$$
\begin{align*}
a_{n}(j) & =\sum_{i}\left(\frac{g}{g_{i}}\right)^{n-1} \mathrm{x}_{i}^{(j)} \\
& =\sum_{R \in z} g^{n-1} \mathrm{x}^{(j)}(R)+\sum_{i \notin z}\left(\frac{g}{g_{i}}\right)^{n-1} \mathrm{x}_{i}^{(j)} \\
& \geqslant g^{n-1}[j] z-[j] \sum_{i \notin z}\left(\frac{g}{g_{i}}\right)^{n-1} \\
& \geqslant g^{n-1}[j] z-\left(\frac{g}{2}\right)^{n-1}[j](s-z)  \tag{29}\\
& >0,
\end{align*}
$$

if $n$ is such that $2^{n-1}>(s-z) / z$.
In Eq. (29) $\sum_{i \notin z}$ denotes the summation over all classes which do not belong to $z$, whereas $z$ is the order of $z$ and $s$ is the total number of classes of $\mathcal{S}$.

This shows that $a_{n}(j)>0$ if $n$ is sufficiently large and so $(j) \in M$.
Q.E.D.

Now we come back to our remark in Sec. 3 on the nonvanishing of the nondiagonal matrix elements $\left\langle j_{1}\left\|T^{j}\right\| j_{2}\right\rangle$. As an example, we consider a tensor $T^{j}$ from $A(S \otimes S)$. Furthermore, we take the irreducible representation $\left(j_{1}\right) \otimes\left(j_{2}\right)$ of the group $\mathcal{S} \otimes \mathcal{G}$. With respect to this representation the tensor operator $T^{j}$ of Eq. (9) has matrix elements of the form

$$
\begin{equation*}
\left\langle j^{\prime} m_{1}^{\prime}, j^{\prime \prime} m_{1}^{\prime \prime}\right| T_{m}^{j}\left|j^{\prime} m_{2}^{\prime}, j^{\prime \prime} m_{2}^{\prime \prime}\right\rangle . \tag{30}
\end{equation*}
$$

If one reduces the irreducible representation $\left(j^{\prime}\right) \otimes\left(j^{\prime \prime}\right)$ of $S \otimes S$ into irreducible representations of the diagonal subgroup $\mathcal{G} * \mathcal{G}$, the matrix elements of $T_{m}^{j}$ take the form

$$
\begin{equation*}
\left\langle j^{\prime} j^{\prime \prime} j_{1} m_{1}\right| T_{m}^{j}\left|j^{\prime} j^{\prime \prime} j_{2} m_{2}\right\rangle . \tag{31}
\end{equation*}
$$

This makes it clear that a necessary condition for the nonvanishing of the reduced matrix element $\left\langle j_{1}\left\|T^{j}\right\| j_{2}\right\rangle$ is, that there exist irreducible representations ( $j^{\prime}$ ) and ( $j^{\prime \prime}$ ) of $S$ with the property that

$$
\begin{equation*}
\left\{j^{\prime} j^{\prime \prime} j_{1}\right\}>0, \quad\left\{j^{\prime} j^{\prime \prime} j_{2}\right\}>0 \tag{32}
\end{equation*}
$$

Because of the Wigner-Eckart theorem one also has the condition

$$
\begin{equation*}
\left\{j_{2} j j_{1}\right\}>0 \tag{33}
\end{equation*}
$$

The conditions (32) and (33) are not sufficient conditions for the nonvanishing of $\left\langle j_{1}\left\|T^{j}\right\| j_{2}\right\rangle$. We shall give an example of this in the next section.

## 5. EXPLICIT CONSTRUCTIONS AND EXAMPLES

If an explicit (unitary) form of an irreducible representation ( $j$ ) of a group $\mathcal{G}$ is known one can calculate the tensor operators in $A(\xi)$ by applying the following rules. Let $\mathbb{C}_{k}$ be a fixed class of the finite group $\mathcal{G}$. Let
© be an arbitrary element of $\mathfrak{C}_{k}$. Then the components of an irreducible tensor operator of rank $j$ formed from the elements of $\mathbb{C}_{k}$ is given by

$$
\begin{equation*}
T_{m}^{j}=\sum_{G \in \S} D_{i m}^{(j)}(G) G^{-1} C G=\sum_{G \in \S} D_{m i}^{(j) *}(G) G C G^{-1} \tag{34}
\end{equation*}
$$

where $i$ is a fixed, but otherwise arbitrary row or column index, respectively.

Equation (34) can be proved by substitution in Eq. (5). It can also be proved that by varying $i$ and $C$ this procedure provides us with all tensor operators of rank $j$ in the class $\mathbb{C}_{k}$.

Note that the character projection operators of Refs. 1 and 4 do not give explicitly the components $T_{m}^{j}$ of a tensor operator $T^{j}$. Of course, Eq. (34) shall give $T_{m}^{j}=0$ if the condition formulated in the corollary of Theorem 1 is not satisfied.
One can construct more tensor operators by coupling known tensor operators by means of Clebsch-Gordan coefficients. For this construction one has two possibilities (cf. Refs. 13 and 14):
(a) The tensor operators operate on the same system, which means in our case that both operators are from the same algebra $A(\zeta)$ and so is their resultant.
(b) The tensor operators operate on different systems, which means here that the constituting tensor operators operate in isomorphic but different algebras $A(\mathcal{S})$ and their resultant operators in $A(\mathcal{G} \otimes \mathrm{~S})$.

The first possibility does not give anything which is not already covered by Eq. (34). However, the second alternative gives new tensor operators which lie in $A(\mathcal{S} \otimes \mathcal{S})$. This second construction can be iterated to get tensor operators in $A\left(\mathcal{S}^{\otimes n}\right)(n=2,3, \ldots)$.

To illustrate the various procedures for the construction of tensor operators of finite groups we shall now give some simple examples. First we consider the symmetric group in three variables $\dot{S}_{3}$. This group has three classes $\mathfrak{C}_{1}=\{E\}, \mathfrak{C}_{2}=\{P, Q\}$, and $\mathfrak{C}_{3}=\{R, S, T\}$. The character table is

|  | $1_{1}$ | $1_{2}$ | 2 |
| :--- | :--- | ---: | ---: |
| $\mathfrak{C}_{1}$ | 1 | 1 | 2 |
| $\mathfrak{C}_{2}$ | 1 | 1 | -1 |
| $\mathfrak{C}_{3}$ | 1 | -1 | 0 |.

An irreducible two-dimensional representation can be given by the (unitary) matrices

$$
\begin{array}{ll}
D^{(2)}(E)=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], & D^{(2)}(P)=\left[\begin{array}{cc}
c & -s \\
s & c
\end{array}\right], \\
D^{(2)}(Q)=\left[\begin{array}{cc}
c & s \\
-s & c
\end{array}\right], & D^{(2)}(R)=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], \\
D^{(2)}(S)=\left[\begin{array}{rr}
c & -s \\
-s & -c
\end{array}\right], & D^{(2)}(T)=\left[\begin{array}{cc}
c & s \\
s & -c
\end{array}\right], \tag{36}
\end{array}
$$

where $c=-\frac{1}{2}, s=\frac{1}{2} \sqrt{3}$. (This representation is faithful.)

The center of $S_{3}$ consists of the unit element only and hence all tensor operators occur in some algebra $A\left(S^{\otimes n}\right)$. Because in this example $a_{1}(j)=\sum_{i} X_{i}{ }^{(j)}>0$ for all ( $j$ ), every tensor operator occurs in $A(S)$ already.

The elements of the classes can be combined to irreducible tensor operators in the following way:

Class $\mathbb{C}_{1}$ gives

$$
\begin{equation*}
T_{1}^{\left(1_{1}\right)}=E \tag{37}
\end{equation*}
$$

Class $\mathbb{C}_{2}$ gives

$$
\begin{align*}
& T_{1}^{\left(1_{1}\right)}=P+Q  \tag{38}\\
& T_{1}^{\left(1_{2}\right)}=P-Q \tag{39}
\end{align*}
$$

and class $\mathbb{C}_{3}$ gives

$$
\begin{align*}
& T_{1}^{\left(1_{1}\right)}=R+S+T  \tag{40}\\
& T_{1}^{(2)}=2 R-S-T, \quad T_{2}^{(2)}=\sqrt{3}(S-T) \tag{41}
\end{align*}
$$

To find Eq. (41) one can use Eq. (34).
Next we give an example of a tensor operator in $A(S \otimes S)$ and show that some nondiagonal matrix elements are nonzero.

## Consider

$T_{1}^{(2)}=\frac{1}{3}(E, 2 R-S-T), \quad T_{2}^{(2)}=\frac{1}{3}(E, \sqrt{3} S-\sqrt{3} T)$
(the factor $1 / 3$ is for convenience).
Here, the tensor operators of Eqs. (37) and (41) have been coupled. An explicit matrix representation can be found by calculating the direct products $D^{(2)}(E) \otimes D^{(2)}(R)$, $D^{(2)}(E) \otimes D^{(2)}(S)$, etc. One finds
$D\left(T_{1}^{(2)}\right)=\left[\begin{array}{rrrr}1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -1\end{array}\right], \quad D\left(T_{2}^{(2)}\right)=\left[\begin{array}{rrrr}0 & -1 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & -1 & 0\end{array}\right]$.
The rows and columns are numbered by $\left(m_{1}, m_{2}\right)=$ $(1,1),(1,2),(2,1)$ and (2, 2).
Next we shall reduce the representation (2) $\otimes$ (2) of $S_{3} \otimes S_{3}$ into irreducible representations of $S_{3}$ itself. To this end we make use of the following unitary transformation matrix $U$, the elements of which are ClebschGordan coefficients of $S_{3}$ (see Ref. 22):

$$
U=\frac{1}{\sqrt{2}}\left[\begin{array}{rrrr}
1 & 0 & 0 & 1  \tag{44}\\
0 & 1 & -1 & 0 \\
1 & 0 & 0 & -1 \\
0 & -1 & -1 & 0
\end{array}\right]
$$

The columns in $U$ are numbered as in Eq. (43), whereas the rows are numbered by $(j, m)=\left(1_{1}, 1\right),\left(1_{2}, 1\right),(2,1)$ and (2,2). By applying $U$ one finds, e.g.,

$$
U D\left(T_{1}^{(2)}\right) U^{\dagger}=\left[\begin{array}{llll}
0 & 0 & 1 & 0  \tag{45}\\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

We see from this equation that the reduced nondiagonal matrix elements $\left\langle 1_{1}\left\|T^{(2)}\right\| 2\right\rangle$ and $\left\langle 1_{2}\left\|T^{(2)}\right\| 2\right\rangle$ are nonzero. At the same time we observe that the reduced
matrix element $\left\langle 2\left\|T^{(2)}\right\| 2\right\rangle$ vanishes, although Eqs. (32) and (33) are satisfied. This can be explained by the accidental zero of the $9 j$ symbol

$$
\left\{\begin{array}{lll}
2 & 2 & 2  \tag{46}\\
2 & 1_{1} & 2 \\
2 & 2 & 2
\end{array}\right\}=0
$$

[cf. Ref. 13, Eq. (7.1.5) and Ref. 22].
Finally, we shall consider the cyclic group $\mathbb{C}_{3}=$ $\{E, P, Q\}$ with character table

|  | $\mathbf{1}_{1}$ | $\mathbf{1}_{2}$ | $\mathbf{1}_{3}$ |
| :--- | :--- | :--- | :--- |
| $\mathfrak{C}_{1}=\{E\}$ | 1 | 1 | 1 |
| $\mathfrak{C}_{2}=\{P\}$ | 1 | $\omega$ | $\omega^{2}$ |
| $\mathfrak{C}_{3}=\{Q\}$ | 1 | $\omega^{2}$ | $\omega, \quad \omega=e^{2 \pi i / 3}$. |

The center of this (Abelian) group coincides with the group itself, which means that only the tensor operator $T^{\left(1_{1}\right)}$ can be constructed from the elements of $A\left(C_{3}{ }^{\otimes n}\right)$, $n=1,2,3, \ldots$ ).

To obtain the irreducible tensor operators of rank $\left(1_{2}\right)$ and rank $\left(1_{3}\right)$ we embed $C_{3}$ in the symmetric group $S_{3}$ of the previous example. It is easy to check that the following elements of $A\left(S_{3}\right)$ transform as the required tensor operators of $C_{3}$ :

$$
\begin{align*}
& T_{1}^{\left(1_{2}\right)}=R+\omega^{2} S+\omega T \\
& T_{1}^{\left(1_{3}\right)}=R+\omega S+\omega^{2} T \tag{48}
\end{align*}
$$

## 6. TENSOR OPERATORS AND DUALITY

As one knows in finite groups many properties of irreducible representations are similar to properties of classes. Such properties are called dual properties. Recently this kind of duality has been discussed somewhat in the literature (see Refs.1,9-11). Although one cannot give an exact definition of this duality, it is shown in Ref. 10 and 11 , that it can be used as a heuristic principle to suggest new theorems.

In this section we shall show, that it is possible to give notions and properties dual to the notions and properties dealing with irreducible tensor operators constructible in the group algebras $A\left(G^{\otimes n}\right)(n=1,2,3, \ldots)$. To start with we show that $a_{1}(j)$, the number of times that an irreducible tensor operator of rank $j$ can be constructed in $A(\mathcal{S})$, is dual to the number $b_{1}(i)$ which denotes the number of times that a group element $A$ of class $\mathcal{C}_{i}$ of $\mathcal{G}$ can be written as a commutator (cf. Ref. 18, p. 319, Ex. 7) or stated otherwise the number of solutions of the equation

$$
\begin{equation*}
X Y X^{-1} Y^{-1}=A \tag{49}
\end{equation*}
$$

where $X$ and $Y$ have to be elements of $\mathcal{G}$. It is easy to see that this number $b_{1}(i)$ equals (cf. Ref. 20)

$$
\begin{align*}
b_{1}(i) & =\frac{1}{g} \sum_{j} \sum_{R, S} \chi_{i}^{(j)} \chi^{(j)}\left(R S R^{-1} S^{-1}\right) \\
& =\frac{1}{g} \sum_{j} \sum_{R, S} \chi_{i}^{(j)} D_{\alpha \beta}^{(j)}(R) D_{\beta \gamma}^{(j)}(S) D_{\gamma \epsilon}^{(j)}\left(R^{-1}\right) D_{\epsilon \alpha}^{(j)}\left(S^{-1}\right) \\
& =\frac{1}{g} \sum_{j} \chi_{i}^{(j)}\left(\frac{g}{[j]}\right)^{2} \delta_{\alpha \epsilon} \delta_{\beta \gamma} \delta_{\beta \alpha} \delta_{\gamma \epsilon}=\sum_{j} \frac{g}{[j]} \chi_{i}^{(j)} . \tag{50}
\end{align*}
$$

More generally one can derive that the number of times that an element $A$ of a class $\mathcal{C}_{i}$ can be written as a product of $n$ commutators is equal to

$$
\begin{equation*}
b_{n}(i)=\sum_{j}\left(\frac{g}{[j]}\right)^{2 n-1} x_{i}^{(j)} \tag{51}
\end{equation*}
$$

We observe that the rhs of Eqs. (50) and (51) are dual to the rhs of Eqs. (17) and (23), especially if we take into account that $\sqrt{g_{i}}$ can be considered as dual to [j] (see also Ref. 10).

We shall present now a table of dual items. In the left column items are enumerated concerning tensor operators and in the right column concerning commutators.

TABLE I. A listing of dual items.

| Representations | classes |
| :---: | :---: |
| Irreducible tensor operators of rank $j$ constructible in $A\left(G^{\ominus n}\right)$. | Elements of class $C_{i}$ expressible as the product of $n$ commutators. |
| Number of times $a_{n}(j)$ that an irreducible tensor operator of rank $j$ can be constructed in $A\left(\mathcal{G}^{n}\right)$. | Number of times $b_{n}(i)$ that an element of a class $\mathrm{e}_{i}$ can be expressed as the product of $n$ commutators. |
| $a_{n}(j)=\sum_{i}\left(\frac{g}{g_{i}}\right)^{n-1} \mathrm{X}_{i}^{(j)}$ | $b_{n}(i)=\sum_{j}\left(\frac{g}{[j]}\right)^{2 n-1} x_{i}^{(j)}$ |
| If $a_{n_{0}}(j)>0$ then $a_{n_{0^{+}}}(j)>0$. | If $b_{n_{0}}(i)>0$ then $b_{n_{0^{+1}}}(i)>0$. |
| $M_{n}=\left\{(j): a_{n}(j)>0\right\}$. | $N_{n}=\left\{e_{i} ; b_{n}(i)>0\right\}$. |
| $M_{1} \subseteq M_{2} \subseteq M_{3} \subseteq \cdots$ | $N_{1} \subseteq N_{2} \subseteq N_{3} \subseteq \ldots$. |
| $M=\bigcup_{i} M_{i}$ defines the quotient group $\overline{\mathfrak{G}}=\mathcal{S} / z$. | $N=Y_{i} N_{i}$ defines the (commutator) subgroup $G^{\prime}$. |
| $M_{1}$ contains the 'generating irreducible representations' | $N_{1}$ contains the generators of $S^{\prime}$. |

irreducible representations' of $\overline{\mathrm{g}}$.
The number of classes with only one element equals $g / \tilde{g}(\tilde{g}$ is the order of $\widetilde{S})$.
An example of a group which has a representation ( $j$ ) ior which $a_{1}(j)=0$ and $a_{2}(j)>0$ is the finite group $U_{3}(3)$ of order 6048 (Ref. 19).

The properties of tensor operators have been derived in the previous sections of this paper. The derivation of the properties of commutators are either well known or left to the reader.
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# Similarity transformation for the compressible Jeffery-Hamel flow of dissipative plasmas* 

H. E. Wilhelm<br>Department of Physics, Colorado State University, Fort Collins, Colorado 80521<br>(Received 2 April 1973)

A similarity transformation is presented which transforms the nonlinear, partial differential equations describing a compressible plasma flow across an azimuthal magnetic field between plane inclined walls (Jeffery-Hamel flow with viscous momentum transfer, Ohmic and viscous heating, and thermal heat conduction) into one linear and two nonlinear ordinary, coupled differential equations. By elimination, the nonlinear boundary-value problem of this compressible plasma flow is reduced to a boundary-value problem for (i) two ordinary, coupled differential equations or (ii) a single functional integro-differential equation. The characteristic parameter " $m$ " of the similarity transformation is shown to be an eigenvalue of the nonlinear boundary-value problem.

## 1. INTRODUCTION

Nonlinear boundary-value problems can frequently be solved exactly ${ }^{1}$ or quasilinearized ${ }^{2}$ by means of nonlinear transformations. In incompressible fluid dynamics, a single, exact, nonlinear solution has been obtained by Jeffery and Hamel ${ }^{3}$ for the flow between inclined plane walls by means of a similarity transformation. It is shown herein that a similarity transformation exists also for the general compressible Jeffery-Hamel flow of partially ionized gases or plasmas with viscous momentum transfer, viscous and Ohmic heating, and heat conduction. In the limit of vanishing electrical conductivity, the similarity transformation reduces to that for the compressible flow of a dissipative gas in a diffuser, a previously unsolved problem of ordinary gas dynamics.

The similarity transformation is of the form $F(r, \theta)=$ $r^{-N} G(\theta)$ [with different power $N$ and function $G(\theta)$ for different plasma fields]. It transforms the nonlinear partial differential equations describing the plasma flow into two coupled, ordinary nonlinear differential equations of second order, in which a single similarity parameter $N=m$ occurs. It is demonstrated that the similarity parameter $N=m$ is an eigenvalue of the nonlinear boundary-value problem, if the Reynolds ( $R$ ), Mach ( $M$ ), Eckert ( $E$ ), Prandtl ( $P$ ), Hartmann ( $H$ ), adiabatic ( $\gamma$ ) numbers, and duct angle $\left(\theta_{0}\right)$ are prescribed. In the general case, the determination of the eigenvalue $m$ requires a (standard) numerical integration of the ordinary nonlinear differential equations.

As an illustration, the theory is applied to isothermal flows, which have the eigenvalue $m=0$. For this case, a closed form analytical solution is presented.

## 2. THEORETICAL PRINCIPLES

The plasma flow under consideration is bounded in the planes $\left(\theta=+\theta_{0}, r_{1} \leq r \leq r_{2}\right)$ and $\left(\theta=-\theta_{0}\right.$, $r_{1} \leq r \leq r_{2}$ ) by isolating walls, and quasi-unbounded in the directions parallel to the $z$-axis (Fig.1). The latter


FIG. 1: Geometry of the Jeffery-Hamel flow (V) with azimuthal magnetic field (B). Net flow rate $Q>0$.
assumption is applicable to a finite diffuser with electrode plates at $z= \pm z_{\infty}$, where $z_{\infty} \gg \frac{1}{2}\left(r_{1}+r_{2}\right) \theta_{0}$. The injection ( $r=r_{1}$ ) and removal ( $r=r_{2}$ ) of the plasma occurs in a self-similar way (Jeffery-Hamel flow). 3,4

The magnetic field has its sources in an electric current $I$ flowing through a conducting rod ( $0 \leq r \leq r_{0}$, $-\infty \leq z \leq \infty, r_{0}<r_{1}$ ). In accordance with Stokes' law, $\oint \mathbf{B} \cdot \boldsymbol{d} \mathbf{s}=\mu_{0} I$, the magnetic field is azimuthal ( $\mu_{0}=$ permeability of vacuum),

$$
\begin{equation*}
\mathbf{B}=\frac{\mu_{0}}{2 \pi} \frac{I}{r} \mathbf{e}_{\theta}, \quad r_{o} \leq r \leq \infty . \tag{1}
\end{equation*}
$$

In absence of flow sources or sinks at the inclined walls, the velocity field is radial, if the accelerating force fields are radial,

$$
\begin{equation*}
\mathbf{v}=u \mathbf{e}_{r} \tag{2}
\end{equation*}
$$

The flow of the plasma (conductivity $\sigma$ ) across the magnetic field induces an axial current density field (Halleffect neglected), ${ }^{5}$

$$
\begin{equation*}
\mathrm{j}=\sigma\left(E_{z}+u B_{\theta}\right) \mathbf{e}_{z} \tag{3}
\end{equation*}
$$

The resulting Lorentz force density is a purely radial field which opposes the inducting flow,

$$
\begin{equation*}
\mathbf{j} \times \mathbf{B}=-\sigma\left(E_{z}+u B_{\theta}\right) B_{\theta} \mathbf{e}_{r} \tag{4}
\end{equation*}
$$

Because of $\boldsymbol{\nabla} \times \mathbf{E}=\mathbf{0}, \boldsymbol{\nabla} \cdot \mathbf{j}=\sigma(\boldsymbol{\nabla} \cdot \mathbf{E}+\mathbf{B} \cdot \boldsymbol{\nabla} \times \mathbf{v}-$ $\mathbf{v} \cdot \boldsymbol{\nabla} \times \mathbf{B})=\sigma \boldsymbol{\nabla} \cdot \mathbf{E}=0$, and the boundary conditions at $z=z_{ \pm \infty}$, the electric field vanishes:

$$
\begin{equation*}
E=E_{z} e_{z}=0, \quad \text { for } E_{z=z_{ \pm \infty}}=0 \tag{5}
\end{equation*}
$$

The Eqs. (1)-(5) are based on the assumption that the induced magnetic field is small compared to the external magnetic field, which implies small magnetic Reynolds numbers, ${ }^{5}$
$R_{B}=\mu_{0} \sigma u(r, \theta) r \ll 1, \quad r_{1} \leq r \leq r_{2}, \quad|\theta| \leq \theta_{0}$.
The nonlinear partial differential equations describing the radial velocity $[u=u(r, \theta)]$, density $[\rho=\rho(r, \theta)]$, and pressure $[p=p(r, \theta)]$ fields of the steady-state plasma flow between the inclined $\left(-\theta_{0} \leq \theta \leq \theta_{0}\right)$ walls are in cylindrical coordinates ${ }^{5}$ :
$\rho u \frac{\partial u}{\partial r}=-\frac{\partial p}{\partial r}-\sigma\left(\frac{\mu_{0} I}{2 \pi}\right)^{2} \frac{u}{r^{2}}+\frac{4}{3} \mu \frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r}(u r)\right)+\frac{\mu}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}$,

$$
\begin{gather*}
0=-\frac{1}{r} \frac{\partial p}{\partial \theta}+\frac{\mu}{3} \frac{1}{r} \frac{\partial}{\partial \theta}\left(\frac{1}{r} \frac{\partial}{\partial r}(r u)\right)+2 \mu \frac{1}{r^{2}} \frac{\partial u}{\partial \theta}  \tag{8}\\
\frac{\partial}{\partial r}(\rho u)+\frac{\rho u}{r}=0  \tag{9}\\
\frac{1}{r} \frac{\partial}{\partial r}\left(\rho r c_{v} T u\right)=\lambda\left(\frac{\partial^{2} T}{\partial^{2} r^{2}}+\frac{1}{r} \frac{\partial T}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} T}{\partial \theta^{2}}\right) \\
-p\left(\frac{\partial u}{\partial r}+\frac{u}{r}\right)+\sigma\left(\frac{\mu_{0} I}{2 \pi}\right)^{2} \frac{u^{2}}{r^{2}}-\frac{2}{3} \mu\left(\frac{1}{r} \frac{\partial}{\partial r}(r u)\right)^{2} \\
+\mu\left[2\left(\frac{\partial u}{\partial r}\right)^{2}+\left(\frac{\partial u}{r \partial \theta}\right)^{2}+2\left(\frac{u}{r}\right)^{2}\right] \tag{10}
\end{gather*}
$$

where

$$
\begin{equation*}
p=\rho G T \tag{11}
\end{equation*}
$$

The transport coefficients are regarded as constant; $\mu$ is the viscosity, $\lambda$ the heat conductivity, $c_{v}$ the specific heat at constant volume, and $\Omega$ the ideal gas constant.

## 3. SIMILARITY TRANSFORMATION

The Eqs. (7)-(11) are brought into nondimensional form by means of the substitutions
$\frac{r}{r_{0}} \rightarrow r, \quad \frac{\rho}{\rho_{0}} \rightarrow \rho, \quad \frac{u}{u_{0}} \rightarrow u, \quad \frac{p}{p_{0}} \rightarrow p, \quad \frac{T}{T_{0}} \rightarrow T$,
where
$\rho_{0}=\rho\left(r_{0}, \bar{\theta}\right)>0, \quad u_{0}=u\left(r_{0}, \bar{\theta}\right)>0$,
$p_{0}=p\left(r_{0}, \bar{\theta}\right)>0, \quad T_{0}=T\left(r_{0}, \bar{\theta}\right)>0, \quad|\bar{\theta}|<\theta_{0}$
are known reference values of the flow fields, e.g.,

$$
\begin{aligned}
\rho_{0}=\rho\left(r_{1}, 0\right), \quad u_{0}=u\left(r_{1}, 0\right), \\
p_{0}=p\left(r_{1}, 0\right), \quad T_{0}=T\left(r_{1}, 0\right)
\end{aligned}
$$

is a suitable choice for applications, since the fields at $r=r_{1}$ of the central streamline $\bar{\theta}=0$ are most likely to be measured in experiments.

By means of the similarity ansatz (following from group theoretical considerations) for the dimensionless plasma fields,

$$
\begin{align*}
& u(r, \theta)=r^{-m} g(\theta)  \tag{14}\\
& p(r, \theta)=r^{-n} h(\theta)  \tag{15}\\
& \rho(r, \theta)=r^{m-1} f(\theta) / g(\theta)  \tag{16}\\
& T(r, \theta)=r^{-m-n+1} \phi(\theta) \tag{17}
\end{align*}
$$

where $[n=m+1$ by Eqs. (7), (8), (10)]

$$
\begin{equation*}
\phi(\theta)=\frac{g(\theta) h(\theta)}{f(\theta)}, \quad n=m+1 \tag{18}
\end{equation*}
$$

the nondimensional partial differential equations corresponding to Eqs. (7)-(10) are reduced to the ordinary differential equations $(\prime=d / d \theta)$ :

$$
\begin{gather*}
g^{\prime \prime}-\left[\frac{4}{3}\left(1-m^{2}\right)+H^{2}\right] g+(m+1) \frac{R}{\gamma M^{2}} h=-m R f g  \tag{19}\\
h^{\prime}=\frac{7-m}{3} \frac{\gamma M^{2}}{R} g^{\prime} \tag{20}
\end{gather*}
$$

$$
\begin{align*}
\frac{1}{P E}\left(\phi^{\prime \prime}+4 m^{2} \phi\right)=- & {\left[2\left(1+m^{2}\right)-\frac{2}{3}(1-m)^{2}+H^{2}\right] g^{2} } \\
& -\left(g^{\prime}\right)^{2}-\frac{R}{\gamma}\left(\frac{2 m}{E}-\frac{1-m}{M^{2}}\right) g h \tag{21}
\end{align*}
$$

where

$$
\begin{aligned}
& R=\rho_{0} u_{0} r_{0} / \mu=\text { Reynolds number } \\
& M=u_{0} /\left(\gamma p_{0} / \rho_{0}\right)^{1 / 2}=\text { Mach number } \\
& E=u_{0}^{2} / c_{p} T_{0}=\text { Eckert number } \\
& P=\mu c_{p} / \lambda=\text { Prandtl number } \\
& H=(\sigma / \mu)^{1 / 2}\left(\mu_{0} I / 2 \pi\right)=\text { Hartmann number } \\
& \gamma=c_{p} / c_{v}=\text { ratio of specific heats }
\end{aligned}
$$

and
$g(\bar{\theta})=1, \quad h(\bar{\theta})=1, \quad f(\bar{\theta})=1, \quad \phi(\bar{\theta})=1$.
[Equation (22) has to be replaced by other relations if reference values different from those in Eq. (13) are chosen for the nondimensionalization.]

The similarity transformation in Eqs. (14)-(17) separates the dependence of the plasma fields on the radial $(r)$ and azimuthal ( $\theta$ ) coordinates, and reduces the partial differential equations [Eqs. (7) -(10)] into ordinary ones [Eqs. (19)-(21)]. The pressure $h(\theta)$ and velocity $g(\theta)$ amplitudes are interrelated by the linear Eq. (20) which is readily integrated:

$$
\begin{equation*}
h=\frac{7-m}{3} \gamma \frac{M^{2}}{R} g+C_{0} \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{0}=1-\frac{7-m}{3} \gamma \frac{M^{2}}{R} \tag{24}
\end{equation*}
$$

by Eq. (22). The integration constant $C_{0}$ determines the pressure at the walls $\theta= \pm \theta_{0}$. It is $C_{0} \geq 0$ for $p(r, \theta=$ $\left.\pm \theta_{0}\right) \geq 0$, since $g\left(\theta= \pm \theta_{0}\right)=0$. By Eqs. (23)-(24),

$$
\begin{equation*}
h=1+\frac{7-m}{3} \gamma \frac{M^{2}}{R}(g-1) \tag{25}
\end{equation*}
$$

## 4. BOUNDARY-VALUE PROBLEM

The plasma flow has boundaries in the planes $r=r_{1}$ and $r=r_{2}\left(-\theta_{0} \leq \theta \leq \theta_{0}\right)$ and $\theta= \pm \theta_{0}\left(r_{1} \leq r \leq r_{2}\right)$. The boundary conditions at $r=r_{1}$ and $r=r_{2}$ are automatically satisfied for a self-similar injection $\left(r=r_{1}\right)$ and removal $\left(r=r_{2}\right)$ of the material and thermal flow. 3,4 The velocity $v(r, \theta)$ vanishes at the side walls $\theta= \pm \theta_{0}$ $\left(r_{1} \leq r \leq r_{2}\right)$. The temperature $T(r, \theta)$ can be subject to various boundary conditions, e.g., those for thermally insulated side walls. Accordingly, the boundary conditions for the velocity and temperature fields are
$[u(r, \theta)]_{\theta= \pm \theta_{0}}=0, \quad[\partial T(r, \theta) / \partial \theta]_{\theta= \pm \epsilon_{0}}=0, \quad r_{1} \leq r \leq r_{2}$.
Upon elimination of $h(\theta)$ from Eqs. (19) and (21) by means of Eq. (25), one arrives at the following nonlinear boundary-value problem for the coupled fields $g(\theta) \geq 0$ and $\phi(\theta)>0[T(r, \theta)>0]$ :

$$
\begin{align*}
g^{\prime \prime}+\left[(1+m)^{2}-H^{2}\right] & g+m R\left(1+\frac{7-m}{3} \gamma \frac{M^{2}}{R}(g-1)\right) \frac{g^{2}}{\phi} \\
+ & (1+m)\left(\frac{R}{\gamma M^{2}}-\frac{7-m}{3}\right)=0 \tag{26}
\end{align*}
$$

$$
\begin{align*}
\phi^{\prime \prime}+ & (2 m)^{2} \phi=-P E \mathcal{F}\left(g, g^{\prime}\right)  \tag{27}\\
\mathscr{F}\left(g, g^{\prime}\right) \equiv & \left(1-\frac{7-m}{3} \gamma \frac{M^{2}}{R}\right) \frac{R}{\gamma}\left(\frac{2 m}{E}-\frac{1-m}{M^{2}}\right) g \\
& +\left[\frac{4}{3}\left(1+m+m^{2}\right)+H^{2}\right. \\
& \left.+\frac{7-m}{3} M^{2}\left(\frac{2 m}{E}-\frac{1-m}{M^{2}}\right)\right] g^{2}+\left(g^{\prime}\right)^{2}
\end{align*}
$$

where

$$
\begin{align*}
& {[g(\theta)]_{\theta= \pm \theta_{0}}=0,}  \tag{28}\\
& {[\partial \phi(\theta) / \partial \theta]_{\theta= \pm \theta_{0}}=0 .} \tag{29}
\end{align*}
$$

The boundary-value problem defined in Eqs. (26)-(29) can be formulated as well for other boundary conditions of the temperature field, e.g.,

$$
\begin{equation*}
[\phi(\theta)]_{\theta= \pm \theta_{0}}=\phi_{ \pm}, \quad \phi_{ \pm}>0 \tag{29'}
\end{equation*}
$$

if the temperature is prescribed at the side walls, $T\left(r, \theta= \pm \theta_{0}\right)=\phi_{ \pm} r^{-2 m}$ [Eq. (17)].

## 5. FUNCTIONAL INTEGRO-DIFFERENTIAL EQUATION

The Eqs. (26)-(27) permit a more condensed representation. Formal integration of Eq. (27) gives $\phi(\theta)$ as a functional of $g(\theta), g^{\prime}(\theta)$, and $\theta$ :

$$
\begin{align*}
& \phi\left[g(\theta), g^{\prime}(\theta), \theta\right]=C_{1} \cos 2 m \theta+C_{2} \sin 2 m \theta \\
&+\frac{P E}{2 m} \int_{0}^{\theta} \mathcal{F}\left[g\left(\theta^{\prime}\right), g^{\prime}\left(\theta^{\prime}\right)\right] \sin 2 m\left(\theta^{\prime}-\theta\right) d \theta^{\prime} \tag{30}
\end{align*}
$$

The constants $C_{1}$ and $C_{2}$ are determined by the respective boundary conditions for the temperature field. As an example, $C_{1}$ and $C_{2}$ are given for the boundary conditions in Eq. (29):

$$
\begin{align*}
C_{1}= & -\frac{1}{2} P E \frac{\operatorname{ctg} 2 m \theta_{0}}{2 m} \int_{-\theta_{0}}^{+\theta_{0}} \mathscr{F}\left[g(\theta), g^{\prime}(\theta)\right] \cos 2 m \theta d \theta \\
& -\frac{1}{2} \frac{P E}{2 m} \int_{0}^{\theta}\left\{\mathscr{F}\left[g(\theta), g^{\prime}(\theta)\right]\right. \\
& \left.+\mathscr{F}\left[g(-\theta), g^{\prime}(-\theta)\right]\right\} \sin 2 m \theta d \theta \tag{31}
\end{align*}
$$

and

$$
\begin{align*}
C_{2}= & +\frac{1}{2} P E \frac{\operatorname{tg} 2 m \theta_{0}}{2 m} \int_{\theta_{0}}^{+\theta_{0}} \mathscr{F}\left[g(\theta), g^{\prime}(\theta)\right] \sin 2 m \theta d \theta \\
& +\frac{1}{2} \frac{P E}{2 m} \int_{0}^{\theta_{0}}\left\{\mathscr{F}\left[g(\theta), g^{\prime}(\theta)\right]\right. \\
& \left.-\mathfrak{F}\left[g(-\theta), g^{\prime}(-\theta)\right]\right\} \cos 2 m \theta d \theta \tag{32}
\end{align*}
$$

Hence, e.g.,

$$
C_{1} \neq 0 \text { and } C_{2}=0, \text { for } g(+\theta)=g(-\theta),
$$

by Eq. (27). Certainly, symmetrical solutions exist, ${ }^{6}$ $g(+\theta)=g(-\theta)$, due to the symmetry of the boundary conditions in Eqs. (28)-(29). On the other hand, if $\phi_{+} \neq \phi_{-}$, the boundary conditions in Eq. (29)' result
exclusively in asymmetrical solutions, $g(+\theta) \neq g(-\theta)$.
Substitution of Eq. (30) into Eq. (26) leads to the nonlinear, functional integro-differential equation:

$$
\begin{align*}
g^{\prime \prime}+ & {\left[(1+m)^{2}-H^{2}\right] g } \\
& +m R\left(1+\frac{7-m}{3} \gamma \frac{M^{2}}{R}(g-1)\right) g^{2} \phi^{-1}\left[g(\theta), g^{\prime}(\theta), \theta\right] \\
& +(1+m)\left(\frac{R}{\gamma M^{2}}-\frac{7-m}{3}\right)=0 . \tag{33}
\end{align*}
$$

The boundary conditions for Eq. (33) have already been stated in Eq. (28).

## 6. SIMILARITY PARAMETER

In the formulation of the boundary-value problem, Eqs. (26)-(29) [Eq. (29')], the constants $R, M, E, P, H, \gamma, \theta_{0}$ are given, whereas the similarity parameter, $m$, is not known a priori. In accordance with the theory of boun-dary-value problems, ${ }^{7}$ the Eqs. (26)-(29) [Eq. (29')] have only solutions for certain characteristic values of $m$, the so-called eigenvalues of $m$. Since the pressure is necessarily positive, $h(\theta)>0$, and $g\left(\theta= \pm \theta_{0}\right)=0$, Eq. (25) gives $1-(7-m) \gamma M^{2} / 3 R>0$. Hence, $m$ satisfies, for physical reasons, the inequality

$$
\begin{equation*}
m>7-3 R / \gamma M^{2} \tag{34}
\end{equation*}
$$

Since powers $|m| \gg 1$ are physically not meaningful [Eq. (14)] and $\left|R / \gamma M^{2}\right| \gg 1$ in actual flows, it follows that the similarity transformation describes pure outflows:

$$
\begin{equation*}
g(\theta) \geq 0, \quad R>0 \tag{35}
\end{equation*}
$$

In the general case, the eigenvalue $m$ has to be determined by numerical integration. To obtain an analytical estimate of $m$, Eq. (10) can be replaced by the polytropic energy integral, $p / p_{0}=\left(\rho / \rho_{0}\right)^{\beta}(\beta=$ polytropic coefficient). This approximation gives for the order of magnitude of the similarity parameter ${ }^{8}$

$$
m \cong(\beta-1) /(\beta+1), \quad \text { i.e., } \quad-1 \lesssim m \lesssim+1 .
$$

## 7. APPLICATION TO ISOTHERMAL FLOWS

For isothermal flows, $p / p_{0}=\rho / \rho_{0}$, the eigenvalue is $m \equiv 0$. In this special case, the boundary-value problem in Eqs. (26)-(29) becomes linear:

$$
\begin{equation*}
g^{\prime \prime}+\left(1-H^{2}\right) g+\left(\frac{R}{M^{2}}-\frac{7}{3}\right)=0 \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
[g(\theta)]_{\theta= \pm \theta_{0}}=0 \tag{37}
\end{equation*}
$$

Hence

$$
\begin{equation*}
g(\theta)=\left(1-\frac{1-\cosh \left(H^{2}-1\right)^{1 / 2} \theta}{1-\cosh \left(H^{2}-1\right)^{1 / 2} \theta_{0}}\right) g(0) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
M^{2}=R /\left(\frac{7}{3}+\frac{\left(H^{2}-1\right) \cosh \left(H^{2}-1\right)^{1 / 2} \theta_{0}}{\cosh \left(H^{2}-1\right)^{1 / 2} \theta_{0}-1} g(0)\right) \tag{39}
\end{equation*}
$$

$g(0)$ is given by the normalization, e.g., $g(0)=1$ for $\bar{\theta}=0$ by Eqs. (13).

The boundary conditions in Eq. (28) interlates $R, M, H$, and $\theta_{0}$ as shown in Eq. (39). Accordingly, if $R, H$, and $\theta_{0}$ are prescribed, isothermal flows ( $m=0$ ) exist only for Mach numbers $M$ satisfying Eq. (39). It is seen that isothermal flows with standard Mach numbers, $M \cong 1$, are possible for Hartmann numbers $H^{2} \cong R \gg 1$ as common in experiments. On the other hand, in absence of magnetic fields ( $H=0$ ), isothermal flows with reasonable Mach numbers, $M<10$, occur only at small duct angles, $\theta_{0} \ll 1$, since $R \gg 1$.

In Eqs. (38)-(39), it should be noted that $\cosh \left(\mathrm{H}^{2}-\right.$ $1)^{1 / 2} \theta=\cos \left(1-H^{2}\right)^{1 / 2} \theta$. The Eqs. (38) and (39) become for $H^{2}=1$

$$
\begin{equation*}
g(\theta)=\left[1-\left(\theta / \theta_{0}\right)^{2}\right] g(0) \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
M^{2}=R\left[(7 / 3)+\left(2 / \theta_{0}^{2}\right) g(0)\right]^{-1} \ll R, \quad \theta_{0} \ll 1 \tag{41}
\end{equation*}
$$

*Supported in part by the U. S. Office of Naval Research.
${ }^{1}$ E. W. Montroll in Lectures in Theoretical Physics, edited by A. O.
Barut and W. E. Britton (Gordon and Breach, New York, 1968).
${ }^{2}$ H. E. Wilhelm, J. Math. Phys. 13, 252 (1972).
${ }^{3}$ G. B. Jeffery, Philos. Mag. 27, 455 (1915).
${ }^{4}$ K. Millsaps and K. Pohlhausen, J. Aeron. Sci. 20, 187 (1953); J. Nikuradse, Z. Angew. Math. Mech. 8, 424 (1928).
${ }^{5}$ L. E. Kalikhman, Magnetogasdynamics (Saunders, Philadelphia, PA, 1967).
${ }^{6}$ In spite of the symmetry of the boundary conditions, also asymmetrical solutions exist for the incompressible Jeffery-Hamel flow. ${ }^{3-4}$
${ }^{7}$ A. Sommerfeld, Partial Differential Equations in Physics (Academic, New York, 1949).
${ }^{8}$ In the polytropic case, the similarity transformation exists by Eq. (8) only if $m=(\beta-1) /(\beta+1)$.

# A symmetry of Petrov-type $N$ spaces* 

R. Sigal<br>Theoretical Physics Institute, University of Alberta, Edmonton, Alberta, Canada<br>(Received 1 March 1973; revised manuscript received 20 April 1973)

It is shown that for empty Petrov-type $N$ spaces the Lie derivative in the principal null direction of the Weyl conformal tensor and its dual is equal to a conformal transformation and a duality rotation of the original tensor. This type of symmetry is studied for general relativity and electromagnetism.

## 1. INTRODUCTION

In this paper the Lie derivatives of the Weyl conformal tensor and the Maxwell electro-magnetic tensor are examined for principal null directions of these tensors. ${ }^{1}$ For the case of empty Petrov-type $N$ spaces, it is proven that

$$
\begin{align*}
& £_{\xi} C_{\rho \sigma \mu \nu}=A\left[C_{\rho \sigma \mu \nu} \cos \theta+{ }^{*} C_{\rho \sigma \mu \nu} \sin \theta\right]  \tag{1}\\
& \frac{£}{\xi} C_{\rho \sigma \mu \nu}=A\left[{ }^{*} C_{\rho \sigma \mu \nu} \cos \theta-C_{\rho \sigma \mu \nu} \sin \theta\right] \tag{2}
\end{align*}
$$

where $C_{\rho \sigma \mu \nu} \xi^{\nu}=0,{ }^{*} C_{\rho \sigma \mu \nu}$ is the dual of the Weyl tensor $C_{\rho \rho \mu \nu}$, and $A$ and $\theta$ are given by directional derivatives of $\xi^{\nu}$. A similar result also holds for the source free null Maxwell tensor, and its dual. When equations of the form (1) or (2) hold, this will be called a nulltype symmetry.

Properties of these equations are examined, and they are shown to be invariant under conformal changes of the metric. The Lie derivatives of the nonnull Maxwell tensor are examined in some detail.

## 2. THE NULL MAXWELL CASE

Before establishing Eqs. (1) and (2) it is interesting to look at the corresponding situation for the null Maxwell field. It is well known that $F_{\alpha \beta}$ represents a null field if and only if its Lorentz invariants $\mathbf{E} \cdot \mathbf{B}$ and $\mathbf{E}^{2}-\mathbf{B}^{2}$ are everywhere zero. Plane waves are, of course, of this type. For simple Maxwellian plane waves, the complex tensor

$$
\begin{aligned}
& F_{\alpha \beta}^{\dagger} \equiv F_{\alpha \beta}+i^{*} F_{\alpha \beta} \text { takes on the form } \\
& F_{\alpha \beta}^{\dagger}=C\left(k_{\mu} x^{\mu}\right) l_{[\alpha} m_{\beta]},
\end{aligned}
$$

where $l_{\alpha}$ is a real constant null vector giving the direction of propagation of the wave, and $m_{\alpha}$ is a complex constant null vector normal to $l_{\alpha} . l^{\alpha}$ is the principal null vector of $F_{\alpha \beta}$.

The Lie derivative of $F_{\alpha \beta}^{\dagger}$ in the $\xi^{0}$ direction is given by

$$
\begin{equation*}
\underset{\xi}{\mathcal{E}} \boldsymbol{F}_{\alpha \beta}^{\dagger}=F_{\alpha \beta, \sigma}^{\dagger} \xi^{\alpha}+F_{\alpha \sigma}^{\dagger} \xi_{, \beta}^{\sigma_{, \beta}}+F_{\sigma \beta}^{\dagger} \xi_{, \alpha}^{\sigma} \tag{3}
\end{equation*}
$$

For $\xi^{0}=\xi l^{0}, F_{\alpha \sigma} \xi_{, \beta}^{\sigma_{0}}=F_{\alpha \beta} \xi_{, \alpha}^{{ }_{\sigma}}=0$, and thus

Equation (4) is equivalent to the Maxwell analog of equations (1) and (2) both holding. In terms of the $E$ and B fields (4) just says that when E and B are Lie transported along the principal null direction they only change by having their amplitude multiplied by a common factor $A$, and being rotated through an angle $\theta$. This is all that could be expected for a plane wave since $B \cdot E$ and $B^{2}$ $E^{2}$ must stay zero and B and E normal to the spacial
propagation direction so that Eq. (4) uses up their complete freedom to change.

For the generic type $N$ field satisfying Maxwell's source free equations, $F_{\alpha B}^{\dagger}$ can be put in the form ${ }^{2}$

$$
F_{\alpha \beta}^{\dagger}=B l_{[\alpha} m_{\beta]},
$$

where

$$
l_{\alpha: \theta^{\prime}}^{l^{B}}=m_{\alpha: \theta}^{l^{B}}=0, \quad m_{0} l l_{\alpha}^{\sigma}=a l_{\alpha}+b m_{\alpha} .
$$

It follows from the above that for $\xi^{\circ}=\xi l^{\circ}$

$$
\begin{equation*}
{ }_{\xi}^{£} F_{\alpha B}^{\dagger}=\xi\left[\left(B{ }_{. \sigma} l \sigma / B\right)+b\right] F_{\alpha \beta}^{\dagger} . \tag{5}
\end{equation*}
$$

If $F^{\alpha \beta}$ and ${ }^{*} F^{\alpha \beta}$ are studied instead, an equation of the form of (5) would be obtained. On the other hand, if

$$
{ }_{\xi} f_{\alpha} F_{\alpha}^{\dagger \beta}
$$

is examined an equation of the form of (5) will not always hold.

## 3. THE NONNULL MAXWELL CASE ${ }^{4}$

For the remainder of this paper it will be more convenient to work in spinors. ${ }^{2}$ Then in the standard way

$$
\begin{aligned}
& F_{\alpha B} \leftrightarrow \epsilon_{A B^{\prime}} \bar{\Phi}_{A^{\prime} B^{\prime}}+\epsilon_{A^{\prime} B^{\prime}} \Phi_{A B}, \\
& \epsilon_{A^{\prime} B^{\prime}} \Phi_{A B} \leftrightarrow F_{\alpha B}^{\dagger} .
\end{aligned}
$$

For the nonnull Maxwell case $\Phi_{A B}$ can be put in the form

$$
\begin{equation*}
\Phi_{A B}=2 \Phi L_{(A}{ }^{\circ}{ }_{B)}, \quad o_{A} L^{A}=1, \tag{6}
\end{equation*}
$$

where its principal null directions are given by $L_{A}$ and $\circ_{B_{B}} A$ change in $\iota_{A} \rightarrow \Lambda \iota_{A}=\hat{\iota}_{A}$ forces $\circ_{A} \rightarrow \Lambda^{-1} \rho_{A}=\hat{o}_{A}$ so that $\Phi$ is not changed. $\Phi$ in fact gives the two Lorentz scalars $F_{\alpha \beta} F^{\alpha \beta}=2\left(B^{2}-E^{2}\right)$, and $F_{\alpha \beta} * F^{\alpha \beta}=$ $4 \mathrm{E} \cdot \mathrm{B}$. If $S$ is defined by

$$
S \equiv \Phi_{A B^{A B}} \Phi^{A B}=-2 \Phi^{2}
$$

then

$$
\operatorname{Re} S=\frac{1}{4} F_{\alpha \beta} F^{\alpha \beta},
$$

$$
\operatorname{Im} S=\frac{1}{4} F_{\alpha \beta} * F^{\alpha \beta} .
$$

Thus if $\Phi$ is real, $B \cdot E=0$ and $B^{2}-E^{2}<0$, and if $\Phi$ is pure imaginary, $B \cdot E=0$ and $B^{2}-E^{2}>0$.

The condition for $F_{\mu \nu}$ to allow a null-type symmetry is for ${ }_{\xi} F_{\mu \nu}$ expressed as a spinor to be of the form

$$
\begin{equation*}
\mathcal{E}_{\xi} F_{U U^{\prime} V V^{\prime}}=\Omega \epsilon_{U V^{\prime}} \Phi_{U^{\prime} V^{\prime}}+\bar{\Omega} \epsilon_{U^{\prime} V^{\prime}} \Phi_{U V} \tag{7}
\end{equation*}
$$

where $\Omega$ is on arbitrary complex scalar field. $\sum_{E} F_{U V^{\prime}} V V^{\prime}$ is a formal symbol for the spinor representation of the tensor ${ }_{\xi} \boldsymbol{F}_{\mu \nu}$.

Introducing a spin dyad ( $\left.\iota^{A}, \circ^{A}\right), J_{0}^{A}=\circ A, J_{1}^{A}=\iota^{A}$ in the standard Newman-Penrose way, ${ }^{5}$ and taking $\xi^{A A^{\prime}}=$ $L^{A} l^{-A^{\prime}}$, Eq. (7) becomes in components

$$
\begin{align*}
& \Phi[-2 \tau+\beta+\bar{\alpha}-\bar{\pi}-\delta(\ln \Lambda+\ln \bar{\Lambda})] \\
& +\bar{\Phi}[\beta+\bar{\alpha}+\bar{\pi}-\delta(\ln \Lambda+\ln \bar{\Lambda})]=0,  \tag{8}\\
& \Lambda \bar{\Lambda}[\Delta(\ln \Lambda+\ln \bar{\Lambda})+\gamma+\bar{\gamma}][\Phi+\bar{\Phi}]-\Delta[\Phi+\bar{\Phi}] \\
& =-[\bar{\Omega} \Phi+\Omega \bar{\Phi}],  \tag{9}\\
& (\Lambda \bar{\Lambda})(\mu+\bar{\mu})(\Phi-\bar{\Phi})+\Delta(\Phi-\bar{\Phi})=-[-\bar{\Omega} \Phi+\Omega \bar{\Phi}],  \tag{10}\\
& (\Phi+\bar{\Phi}) \nu=0 . \tag{11}
\end{align*}
$$

The terms in $\Lambda$ and $\bar{\Lambda}$ enter by taking $\left.\Phi_{A B}=2 \Phi{ }^{\circ}{ }_{(A} \hat{\iota}_{B}\right)$, $\hat{\xi}^{A A^{\prime}}=\widehat{\imath} \hat{\imath}^{-} A^{\prime}$ which is physically equivalent to the original choice. The condition $\nu=0$ says that $\iota^{A}$ is a tangent vector field to a geodesic congruence.

For ${ }^{*} F_{\mu \nu}$ the equations analogous to Eqs. (8)-(11) are obtained by replacing $\Phi$ by - $\Phi$, and leaving $\bar{\Phi}$ unchanged. If both ${ }^{*} F_{\mu \nu}$ and $F_{\mu \nu}$ admit a null-type symmetry then the set of equations obtained are

$$
\begin{align*}
& \beta+\bar{\alpha}+\bar{\pi}-\delta(\ln \Lambda+\ln \bar{\Lambda})=0  \tag{12}\\
& \tau=-\bar{\pi}  \tag{13}\\
& \nu=0  \tag{14}\\
& \Delta(\ln \Lambda+\ln \Lambda)+\gamma+\bar{\gamma}=-(\mu+\bar{\mu}) . \tag{15}
\end{align*}
$$

These equations unlike the null case, can only be satisfied by one value of $\Lambda$. In flat space there are a large number of trivial solutions to these equations. The most trivial is that of an everywhere constant electric field. For this case any constant null $\xi^{\alpha}$ will do. For the Coulomb solution the principal null vectors (in a coordinate system where the change is at rest) are given by $l^{\mu}=\left[\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}, x, y, z\right]$ and $n^{\mu}=\left[-\left(x^{2}\right.\right.$ $\left.\left.\left.+y^{2}+z^{2}\right)^{1 / 2}, x, y, z\right)\right]$, and it is easy to see $£_{l} \boldsymbol{F}_{\mu \nu}=\boldsymbol{F}_{\mu \nu}$. Similar equations hold for $n^{\mu}$ and ${ }^{*} F_{\mu \nu}$, and thus it has a null-type symmetry in both its principal null directions.

If $F^{\mu \nu}$ and ${ }^{*} F^{\mu \nu}$ are studied the conditions for a nulltype symmetry are not the same as those of $F_{\mu \nu}$ and ${ }^{*} F_{\mu \nu}$ separately, but if the symmetry is to hold for $F^{\mu \nu}$ and ${ }^{*} F^{\mu \nu}$ the same equations (12)-(15) are obtained.

## 4. THE GENERIC WEYL TENSOR CASE

The Lie derivative of the Weyl conformal tensor expressed in a spinor representation is given by defining $E_{R R^{\prime} S^{\prime} U U^{\prime} V V^{\prime}}$ as
$E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}=\xi^{A A^{\prime}}\left[\epsilon_{R S} \epsilon_{U V} \bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}}\right)_{; A A^{\prime}}$
$+\left[\epsilon_{R S} \epsilon_{U A} \Psi_{R^{\prime} S^{\prime} U^{\prime} A}\right] \xi_{: V A^{\prime},}+\left[\epsilon_{R S} \epsilon_{A V^{\prime}} \bar{\Psi}_{R^{\prime} S^{\prime} A^{\prime} V^{\prime}}\right] \xi_{; V V^{\prime}} A^{\prime}$
$+\left[\epsilon_{R A} \epsilon_{U V} \bar{\Psi}_{R^{\prime} A^{\prime} U^{\prime} V^{\prime}}\right] \xi_{i S S^{\prime}}+\left[\epsilon_{A S} \epsilon_{U V} \bar{\Psi}_{A^{\prime} S^{\prime} U^{\prime} V^{\prime}}\right] \xi_{: R R^{\prime}}$,
then
$E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}+\overline{E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}}={\underset{\xi}{\xi}} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}$,
where
$C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}=\epsilon_{R S} \epsilon_{U V^{\prime}} \bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}}+\epsilon_{R^{\prime} S^{\prime}} \epsilon_{U^{\prime} V^{\prime}} \bar{\Psi}_{R S U V}$.
${ }^{*} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}$ is obtained from $C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}$ by
replacing $\bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}}$ by $i \bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}}$ and $\Psi_{R S U V}$ by $-i \Psi_{R S U V}$. $\mathfrak{£}_{\xi}{ }^{*} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}$ is then given by

$$
{ }_{\xi}^{\sum_{\xi}^{*}} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}=i E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}-i \overline{E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}} .
$$

Equations (1) and (2) can be written in spinor form as

$$
\begin{align*}
E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}+\overline{E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}} & =\epsilon_{R S} \epsilon_{U V^{\prime}} \Omega \bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}} \\
& +\epsilon_{R^{\prime} S^{\prime}} \epsilon_{U^{\prime} V^{\prime}} \bar{\Omega}^{\prime} \Psi_{R S U V}  \tag{19}\\
E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}-\overline{E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}} & =\epsilon_{R S} \epsilon_{U V} \Omega \bar{\Psi}_{R^{\prime} S^{\prime} I^{\prime} V^{\prime}} \\
& -\epsilon_{R^{\prime} S^{\prime} \epsilon_{U^{\prime} V^{\prime}} \bar{\Omega} \Psi_{R S} U V} \tag{20}
\end{align*}
$$

where $\Omega=A e^{i \theta}$. Equations (19) and (20) together give the single spinor equation

$$
\begin{equation*}
E_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}=\Omega \epsilon_{R S} \epsilon_{U V^{\prime}} \bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}} \tag{21}
\end{equation*}
$$

Since $£_{\xi} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}$ has the same symmetries as the Riemann tensor it can be written in the form ${ }^{2}$

$$
\begin{align*}
& \oint_{\xi} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}} \equiv B_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}=\epsilon_{R^{\prime} S^{\prime}} \epsilon_{U^{\prime} V^{\prime}} B_{(R S U V)} \\
& +\epsilon_{R S} \epsilon_{U V} \bar{B}_{\left(R^{\prime} S^{\prime} U^{\prime} V^{\prime}\right)}+\frac{1}{6}\left(\epsilon_{R V} \epsilon_{S U}+\epsilon_{R U} \epsilon_{S V}\right) \\
& \times \epsilon_{A^{\prime} B^{\prime}} \epsilon_{U^{\prime} V^{\prime}} B+\frac{1}{6}\left(\epsilon_{R^{\prime} V^{\prime}} \epsilon_{S^{\prime} U^{\prime}}+\epsilon_{R^{\prime} U^{\prime}} \epsilon_{S^{\prime} V^{\prime}}\right) \epsilon_{R S} \epsilon_{U V} \bar{B} \\
& +\epsilon_{U V} \epsilon_{R^{\prime} S^{\prime}} D_{R S} U^{\prime} V^{\prime}+\epsilon_{R S} \epsilon_{U^{\prime} V^{\prime}} D_{U V R^{\prime} S^{\prime}},  \tag{22}\\
& B_{A B C D}=\frac{1}{4} B_{A P^{\prime} B}{ }^{P^{\prime}}{ }_{C Q^{\prime} D} Q^{Q^{\prime}}, \\
& B=B_{A B}{ }^{A B}=\bar{B}, \\
& D_{A B Y^{\prime} Z^{\prime}}=\frac{1}{4} B_{A P^{\prime} B_{B}{ }^{\prime} G Y^{\prime} Z^{\prime}} .
\end{align*}
$$

Equation (1) holding for a given Weyl tensor is thus equivalent to

$$
\begin{aligned}
& \mathrm{B}=0, \\
& D_{R S U^{\prime} V^{\prime}}=0, \\
& \bar{B}_{\left(R^{\prime} S^{\prime} U^{\prime} V^{\prime}\right)}=\Omega \bar{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}}=\Omega \bar{\alpha}_{\left(R^{\prime}\right.}, \bar{\beta}_{S^{\prime}}, \bar{\gamma}_{U^{\prime}} \bar{\delta}_{\left.V^{\prime}\right)^{\prime}},
\end{aligned}
$$

where $\bar{\alpha}_{R}, \bar{\beta}_{S}, \bar{\gamma}_{U}, \bar{\delta}_{V}$, are the principal null directions of $C_{\rho o \mu \nu}$. That is $B_{\rho \rho \mu \nu}$ has the same algebraic structure and principal null directions as $C_{\rho \sigma \mu}$, and differs from it only in the complex factor $\Omega$.

The proof of the invariance of Eqs. (1) and (2) under the transformations $g_{\mu \nu} \rightarrow \sigma g_{\mu \nu} \hat{g}_{\mu \nu}$ follow from $\hat{C}_{\rho \sigma \mu \nu}=\Omega C_{\rho \sigma \mu \nu}$, and ${ }^{*} \hat{C}_{\rho \sigma \mu \nu}=\Omega^{*} \hat{C}_{\rho \sigma \mu \nu}$ along with the nonmetric dependence of the $£_{g}$ operator. Thus

$$
\begin{align*}
& £_{\xi}^{£} \widehat{C}_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}=\left(£_{\xi} \sigma\right) C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}}+\sigma £_{\xi} C_{R R^{\prime} S S^{\prime} U U^{\prime} V V^{\prime}} \\
& \quad=\left\{\left[\left(£_{\xi} \sigma\right)+\bar{\Omega} \sigma\right] / \sigma\right\}\left[\epsilon_{R^{\prime} S^{\prime}} \epsilon_{U^{\prime} V^{\prime}} \hat{\Psi}_{R S V V}\right] \\
& \quad+\left\{\left[\left(£_{\varepsilon} \sigma\right)+\Omega \sigma\right] / \sigma\right\}\left[\epsilon_{R S} \epsilon_{U V^{\prime}} \widehat{\Psi}_{R^{\prime} S^{\prime} U^{\prime} V^{\prime}}\right] . \tag{23}
\end{align*}
$$

The proof for (2) is essentially the same.
Equations (1) and (2) immediately admit an integrability condition. As $g^{\rho \nu} C_{\rho \sigma \mu \nu}=g^{\rho \nu *} C_{\rho_{\sigma \mu \nu}}=0$, it follows from these and Eq. (1) that

$$
\begin{equation*}
h^{\rho \nu} C_{\rho \sigma \mu \nu}=0, \quad £_{\xi} g^{\rho \nu}=h^{\rho \nu} . \tag{24}
\end{equation*}
$$

From Eq. (2) it follows that

$$
h^{\rho \nu *} C_{\rho \sigma \mu \nu}=0 .
$$

If both equations hold, then the process can be continued indefinitely to get the set of equations

$$
\begin{aligned}
& i^{\rho \nu} C_{\rho \sigma \mu \nu}=0, \\
& i^{\rho \nu}=£_{\xi} h^{\rho \nu}=£_{\xi}^{2} g^{\rho \nu}, \\
& i^{\rho \nu *} C_{\rho \sigma \mu \nu}=0, \\
& j^{\rho \nu} C_{\rho \sigma \mu \nu}=0, \\
& £_{\xi} i^{\rho \nu}=j^{\rho \nu}, \\
& j^{\rho \nu *} C_{\rho \sigma \mu \nu}=0 . \\
& \quad \vdots
\end{aligned}
$$

Also if Eq. (1) or (2) holds with $\Omega$ real a set of equations of the form of (25) just involving $C_{\rho_{\sigma \mu \nu}}$ or ${ }^{*} C_{\rho \sigma \mu \nu}$ alone must hold.

These integrability conditions are trivial in the case where $\xi^{\alpha}$ is a conformal motion

$$
\left(\xi g_{\rho \nu}=\Phi g_{\rho \nu}\right) .
$$

In all cases it is only the trace-free parts of $h^{\rho \nu}, \iota^{\rho \nu}$, etc. that enter into the integrability conditions.

## 5. THE NULL WEYL CASE

$$
\begin{aligned}
& \text { For } C_{\rho \sigma \mu \nu} \text { of type } N, \\
& \Psi_{A B C D}=\circ_{A}{ }^{\circ} B_{B}{ }^{\circ} C^{\circ}{ }_{D},
\end{aligned}
$$

and $\xi^{A A^{\prime}}$ is taken to be of the form

$$
\xi^{A A^{\prime}}=\xi \circ A_{0}-A^{\prime} .
$$

The easiest way to establish (1) and (2) is to use the spin dyad method. Expanding Eq.(19) in dyad components gives the independent set of equations

$$
\begin{align*}
& \xi(4 \epsilon-2 \rho)=\bar{\Omega},  \tag{26a}\\
& \kappa=0,  \tag{26b}\\
& \sigma+\bar{\sigma}=0 . \tag{26c}
\end{align*}
$$

All other components are identically zero, or just the complex conjugate or negative of one of these equations. Notice that the set of equations (26) can be satisfied for any value of $\xi$. This is unlike the case of a conformal motion, where two different conformal Killing vectors
cannot have the same streamlines. ${ }^{6}$ For $\xi \alpha$ to generate a conformal motion it is necessary that $\Omega$ be real, since then Eq. (1) is an integrability condition of the conformal Killing equation.

From the Goldberg-Sachs theorem, ${ }^{5}$ or directly from the vacuum Bianchi identities, $\kappa$ and $\sigma$ must be zero for Ricci-flat spaces. $\kappa=0$ is the condition that the principal null vector field is tangent to a geodesic congruence, and $\sigma=0$ the condition that the congruence is shear free. The real part of $\rho$ measures the expansion of the congruence, while its imaginary part gives its twist. When $\epsilon$ is nonzero the tangent vectors $\circ^{A}$ are generated by a nonaffine paramaterization of the geodesics. Since Eq. (26a) can be always satisfied Eq. (1) has now been shown to hold for all conformally Ricci-flat-type $N$ spaces. The same method will work for the case of the dual tensor, ${ }^{*} C_{\rho \sigma \mu \nu}$.

If the Lie derivative of $C^{\rho o \mu \nu}$ with respect to a principal null direction is examined equations of the same form are obtained, and the same type of theorem can be proved. In fact all of this paper could have been done for the Maxwell and Weyl tensors with all indices up. On the other hand, if mixed index tensors are studied ( $F_{\nu}^{\mu}$ or $C_{\sigma \mu \nu}^{\rho}$ ), equations of the type of (5) or (1) will not in general be true. This presents a difficult problem in interpretating these results.
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The kinetic theory of a model previously studied by Jepsen and others is reformulated in terms of the theory of the grand partition function and the hierachy of equations satisfied by the distribution functions derived therefrom. It is shown that the principle of molecular chaos implies an exact factorization of the two- and many-body distribution functions, which allows the equations of the hierachy to be solved exactly, with the recovery of results obtained by other methods. The methods of the present paper also allow examination of the origin of the divergences generated by well-known approximations, and suggest alternative approximations in which such divergences do not appear.

## INTRODUCTION

The development of the theory of transport properties of dense gases has met with certain difficulties. The usual method of obtaining approximations to the correct formulation of the principle of molecular chaos is to consider the dynamics of small numbers of temporarily isolated particles in the fluid environment. One then obtains the generalization of Boltzmann's equation due to Bogoliubov ${ }^{1}$ and Green ${ }^{2}$ in one approximation and the Choh-Uhlenbeck equation ${ }^{3}$ in another. However, higher order approximations lead to divergences in the density expansion of transport coefficients.

A further major problem is that inconsistencies arise when Boltzmann's equation is applied to a system where bound states can occur. Attempts have been made by Green and Hoffman ${ }^{4}$ to rectify this problem.

The purpose of the present paper is to examine the divergences associated with the exactly soluble model of a system of one-dimensional hard rods. This model has previously been discussed by Jepsen ${ }^{5}$ and Lebowitz and Percus. ${ }^{6}$ We show here that it is possible to give an exact formulation of the principle of molecular chaos which leads to the known exact value of the selfdiffusion coefficient. However, if the usual series of approximations to the principle of molecular chaos is made, it is found that the first approximation gives the exact result but that the Choh-Uhlenbeck term is not even zero but divergent. The observation that the exact result is obtained by just considering the first approximation has been made by Blum and Lebowitz, ${ }^{7}$ who, however, conjectured that higher order terms would be zero.

In more complicated systems the principle of molecular chaos cannot be stated so simply, and the problem is to find a series of successive approximations which will give convergent results at each stage. We consider a simple generalization of the hard sphere model and indicate how the Choh-Uhlenbeck term may be modified to give finite results. While this is a far from general treatment of the divergence difficulties for two- and three-dimensional models with more general forces it may give some indication of the sources of the difficulties and how it may be remedied.

In Sec. 1 we derive the appropriate kinetic equations for a one-dimensional system of hard rods of arbitrary thickness.

In Sec. 2 we give the exact formulation of the principle of molecular chaos and solve the closed set of equations which result from its use.

In Sec. 3 it is shown that the Choh-Uhlenbeck approximation to the exact formulation of molecular chaos is divergent even though the lowest order term gives the exact result. Finally a one-dimensional model in which there is a nonzero probability of penetration of particles on collision is considered. It is possible to develop a series of approximations which are convergent at each stage.

## 1. THE DISTRIBUTION FUNCTIONS AND THEIR HIERARCHICAL EQUATIONS

In this section we wish to examine the behavior in time of a labelled "test" particle in a one-dimensional system and also to study the response of the background particles. We assume that the test particle has a specified initial position and velocity and that the particles which make up the background initially have an equilibrium distribution. The ensemble which we consider consists of subensembles of systems which have $M$ particles to the left and $N$ particles to the right of the test particles, where $M$ and $N$ range from 0 to $\propto$. The particles in any given system can be labelled according to their initial position relative to the test particle (which is taken to be particle zero). In the subensemble with $M$ particles to the left and $N$ particles to the right of the test particle, the distribution of particles is given by the distribution function $F^{M, N}$, which obeys the $M+N+1$ particle Liouville equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\kappa^{M, N}\right) F^{M, N}=0, \tag{1}
\end{equation*}
$$

where $\kappa^{M, N}$ is the Liouville operator for the system. The ensemble average $\langle G\rangle$ of any property $G$ is then given by

$$
\begin{array}{r}
\langle G\rangle=\sum_{M=0}^{\infty} \sum_{N=0}^{\infty}\left(\prod_{i=-M}^{N} \int d_{\mathrm{X}_{i}}(t)\right) F^{M, N} G^{M, N}\left(\mathrm{X}_{-M}(t), \ldots, \mathrm{X}_{N}(t)\right) \\
g_{-M}<\cdots<g_{N}, \tag{2}
\end{array}
$$

where $\chi_{i}(t)=g_{i}(t), v_{i}(t)$ denotes the position and velocity of particle $i$ at time $t$ and $\chi_{i}=g_{i}, v_{i}$ denotes the initial position and velocity of particle $i$. Since the integral limits in (2) are expressed in terms of the initial particle distribution, it is somewhat more convenient to compute $\langle G\rangle$ from the initial distribution as follows:

$$
\begin{align*}
& \langle G\rangle=\sum_{M=0}^{\infty} \sum_{N=0}^{\infty}\left(\prod_{i=-M}^{N} d_{\chi_{i}}\right) F_{0}^{M, N} G_{t}^{M, N}, \\
&  \tag{3}\\
& g_{-M}<\cdots<g_{N} .
\end{align*}
$$

Here $F_{0}^{M, N}$ is the initial distribution which is given by

$$
\begin{equation*}
\left.F_{0}^{M, N}=\delta\left(\chi_{0}-\mathrm{x}^{\prime}\right) \exp \left\{\beta\left[\mu(M+N)-H^{M, N}\right)\right]\right\} / \Xi_{L} \Xi_{R}, \tag{4}
\end{equation*}
$$

where $\chi^{\prime}=g^{\prime}, v^{\prime}$ specifies the initial position and velocity of the test particles, $\beta=1 / k T$ is the statistical temperature, $\mu$ is the chemical potential, and $H^{M, N}$ is the ( $M+N+1$ )-particle Hamiltonian. The quantity $\Xi_{L}$ is the equilibrium grand ensemble partition function for the particles to the left of the test particle and $\Xi_{R}$ is similarly defined for the particles to the right. Finally,

$$
G_{t}^{M, N}=G^{M, N}\left(\chi_{-M}(t), \ldots, \chi_{N}(t)\right) .
$$

The probability that the $j$ th particle is in the phase volume $d_{\mathrm{X}_{\alpha}}$ about the phase point $\mathrm{X}_{\alpha}=g_{\alpha}, v_{\alpha}$ is $f_{j}^{(1)}\left(\mathrm{X}_{\alpha}, t\right) d_{\mathrm{X}_{\alpha}}$, where

$$
\begin{equation*}
f_{j}^{(1)}\left(\mathrm{x}_{\alpha}, t\right)=\left\langle\delta\left(\mathrm{x}_{\alpha}-\mathrm{x}_{j}(t)\right)\right\rangle . \tag{5}
\end{equation*}
$$

The function $f_{j}^{(1)}$ (as well as the other distribution functions which we later introduce), of course, also depends on $\chi^{\prime}=g^{\prime}, v^{\prime}$, the initial position and velocity of the test particle. The pair distribution function corresponding to the $j$ th particle being at $\chi_{\alpha}$ and the $k$ th particle at $\chi_{B}$ is given by

$$
\begin{equation*}
f_{j, k}^{(2)}\left(\mathrm{x}_{\alpha}, \mathrm{x}_{B}, t\right)=\left\langle\delta\left(\mathrm{x}_{\alpha}-\mathrm{x}_{j}(t)\right) \delta\left(\mathrm{x}_{B}-\mathrm{x}_{k}(t)\right)\right\rangle . \tag{6}
\end{equation*}
$$

A closely related quantity is $f_{j}^{(2)}\left(\mathrm{X}_{\alpha}, \mathrm{X}_{\beta}, t\right)$ which gives the probability that particle $j$ is at $\chi_{\alpha}$ and any other particle is at $\chi_{\beta}$. It is defined

$$
\begin{equation*}
f_{j}^{(2)}\left(\mathrm{x}_{\alpha}, \mathrm{x}_{B}, t\right)=\sum_{k \neq j} f_{j, k}^{(2)}\left(\mathrm{x}_{\alpha}, \mathrm{x}_{B}, t\right) \tag{7}
\end{equation*}
$$

By obvious extension of these definitions, a whole family of distribution functions can be defined which serve to completely define the state of the ensemble at any time. These functions obey a hierarchy of coupled equations which are very similar to the BBGKY equations. For instance, from (3), (5) and the fact that $(\partial / \partial t) \delta\left(\mathrm{x}_{\alpha}-\mathrm{x}_{j}(t)\right)=\kappa^{M, N} \delta\left(\mathrm{x}_{\alpha}-\mathrm{x}_{j}(t)\right)$ it is easy to show that

$$
\begin{align*}
&\left(\frac{\partial}{\partial t}+v_{\alpha} \frac{\partial}{\partial g_{\alpha}}\right) f_{j}^{(1)}\left(\mathrm{x}_{\alpha}, t\right) \\
&=\frac{1}{m} \int d_{\mathrm{X}_{\beta}} \frac{\partial \phi_{\alpha, \beta}}{\partial g_{\alpha}} \frac{\partial}{\partial v_{\alpha}} f_{j}^{(2)}\left(\mathrm{x}_{\alpha}, \mathrm{x}_{\beta}, t\right) \tag{8}
\end{align*}
$$

where $m$ is the particle mass, and $\phi_{\alpha, \beta}=\phi\left(g_{\alpha}-g_{\beta}\right)$ is the interaction potential between a particle at $g_{\alpha}$ and one at $g_{\beta}$. Similarly we find that $f_{j, k}^{(2)}$ obeys the equation

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.v_{\alpha} \frac{\partial}{\partial g_{\alpha}}+v_{\beta} \frac{\partial}{\partial g_{\beta}}-\frac{1}{m} \frac{\partial \phi_{\alpha, \beta}}{\partial g_{\alpha}} \frac{\partial}{\partial v_{\alpha}}-\frac{1}{m} \frac{\partial \phi_{\alpha, \beta}}{\partial g_{\alpha}} \frac{\partial}{\partial v_{\beta}}\right) \\
& \times f_{j, k}^{(2)}\left(\mathrm{X}_{\alpha}, \mathrm{X}_{\beta}, t\right) \\
= & \int d_{\chi_{\gamma}}\left(\frac{\partial \phi_{\alpha, \gamma}}{\partial g_{\alpha}} \frac{\partial}{\partial v_{\alpha}}+\frac{\partial \phi_{\beta, \gamma}}{\partial g_{\beta}} \frac{\partial}{\partial v_{B}}\right) f_{,, k}^{(3)}\left(\mathrm{X}_{\alpha}, \mathrm{X}_{B}, \mathrm{X}_{\gamma}, t\right) \tag{9}
\end{align*}
$$

and that the other distribution functions obey coupled equations of this kind.

We now consider the specific case of a gas of impenetrable points (i.e., rods of zero length) which are initially constrained to lie in a box of length $2 L$ with the test particle at the origin of the box center (i.e., $g^{\prime}=0$ ). Those particles to the right of the origin, as
well as the ones to the left, are initially uniformly distributed with a Maxwellian velocity distribution. Although the initial total particle density is uniform (except for the particle at the origin), the distribution of labelled particles is, of course, a function both of position and particle label.

The initial distribution is found from (3), (4), and (5) to be
for $j=0 \quad f_{0}^{(1)}\left(\mathrm{x}_{\alpha}, 0\right)=\delta\left(g_{\alpha}\right)\left(v_{\alpha}-v^{\prime}\right)$,
for $j>0 \quad f_{j}^{(1)}\left(\chi_{\alpha}, 0\right)=\frac{\rho\left(\rho g_{\alpha}\right)^{j-1}}{(j-1)!} \exp \left(-\rho g_{\alpha}\right) h_{0}\left(v_{\alpha}\right)$,

$$
0 \leqslant g_{\alpha} \leqslant L
$$

$$
\begin{equation*}
=0, \quad \text { otherwise }, \tag{10}
\end{equation*}
$$

for $j<0 \quad f_{j}^{(1)}\left(\mathrm{x}_{\alpha}, 0\right)=f_{-j}^{(1)}\left(-g_{\alpha}, v_{\alpha}, 0\right)$,
where $\rho$ is the initial particle density and $h_{0}(v)=(m \beta /$ $2 \pi)^{1 / 2} \exp \left(-\frac{1}{2} \beta m v^{2}\right)$. The restraining walls are removed at time $t=0$, and the system is allowed to evolve in time without external constraint.

Before proceeding we wish to show that the distribution functions for the more general case where the rods are of length $a \neq 0$ are trivially related to those for the $a=0$ case. For convenience in examining this question, we use a canonical ensemble of systems with $N$ particles to the right and $N$ particles to the left of the test particles. In the thermodynamic limit the choice of ensembles is, of course, immaterial. The independent intensive thermodynamic variables for the ensemble in its initial state are the temperature and the density, $\rho=N / L$. We now define a new set of initial position coordinates by

$$
\bar{g}_{j}=g_{j}-j a, \quad j=-N \text { to } N .
$$

Clearly $\bar{g}_{j}-\bar{g}_{i}$ is the "unoccupied" distance between the $j$ th particle and the $i$ th particle. From a study of the dynamics of the system of rods, it is apparent that $\bar{g}_{j}(t)=g_{j}(t)-j a$ is identical to the position of the $j$ th particle at time $t$ in a system of rods of zero length which were initially in the state $\bar{g}_{i}, v_{i}, i=-N$ to $N$. Also, taking into account the impenetrability of the rods (which does not allow the centers of neighboring rods to approach closer than within a distance $a$ of one another), the integration limits of (3) can be written

$$
\begin{aligned}
& L-N a \geqslant \bar{g}_{N} \geqslant \bar{g}_{n-1} \geqslant \cdots: \bar{g}_{1} \geqslant 0 \geqslant \bar{g}_{-1} \geqslant \cdots \geqslant \bar{g}_{N+1} \\
& \geqslant \bar{g}_{-N} \geqslant-L+N a .
\end{aligned}
$$

Taking these points into account, we see that the system of rods of length $a \neq 0$ is essentially equivalent to a system of impenetrable points in a box of length $2(L-N a)$. Thus
$f_{j}^{(1)}\left(g_{\alpha}, v_{\alpha}, t \mid a, \rho\right)=f_{j}^{(1)}\left(g_{\alpha}-j a, v_{\alpha}, t \mid 0, \rho /(1-\rho a)\right)$,
where we have indicated the explicit dependence of $f_{j}{ }^{(1)}$ on the length of the rods and the initial density. Similarly

$$
\begin{aligned}
& f_{j, k}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\beta} ; v_{\beta}, t \mid a, \rho\right)=f_{j, k}^{(2)}\left(g_{\alpha}-j a, v_{\alpha}, g_{\beta}-k a,\right. \\
&\left.v_{\beta}, t \mid 0, \rho /(1-\rho a)\right)
\end{aligned}
$$

and the other distribution functions for $a \neq 0$ can be related to their $a=0$ counterparts by obvious extension.

For the case of impenetrable point particles, (8) can be written in a somewhat more convenient form. We can obtain from (9) an equation for $f_{j}^{(2)}$ of the form

$$
\begin{array}{r}
\left(\left(v_{\alpha}-v_{\beta}\right) \frac{\partial}{\partial\left(g_{\alpha}-g_{\beta}\right)}-\frac{1}{m} \frac{\partial \phi_{\alpha, \beta}}{\partial g_{\alpha}} \frac{\partial}{\partial v_{\alpha}}-\frac{1}{m} \frac{\partial \phi_{\alpha, \beta}}{\partial g_{\beta}} \frac{\partial}{\partial v_{\beta}}\right) \\
\times f_{j}^{(2)}\left(\chi_{\alpha}, \chi_{\beta}, t\right)=\text { other terms. } \tag{11}
\end{array}
$$

Now for the interaction which we are considering it is seen that the integration range of $g_{\beta}$ in (8) can be limited to an arbitrarily small line segment containing $g_{\alpha}$ and, in the limit that this range became vanishingly small, only $\delta$-function terms in the integrand contribute to the integral. The $\delta$-function terms in the $f_{j}^{(2)}$ equation are explicitly displayed in (11). Substitution of (11) into (8) then leads rigorously to the equation

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.v_{\alpha} \frac{\partial}{\partial g_{\alpha}}\right) f_{j}^{(1)}\left(\mathrm{x}_{\alpha}, t\right) \\
& =\lim _{\epsilon \rightarrow 0} \int_{g_{\alpha}-\epsilon}^{g_{\alpha}+\epsilon} d g_{\beta} \int d v_{\beta}\left(v_{\beta}-v_{\alpha}\right) \frac{\partial}{\partial\left(g_{\beta}-g_{\alpha}\right)} f_{j}^{(2)}\left(\mathrm{x}_{\alpha}, \mathrm{x}_{\beta}, t\right) \\
& =\lim _{\epsilon \rightarrow 0} \int d v_{\beta}\left|v_{B}-v_{\alpha}\right|\left[f_{j}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{+}, v_{\beta}, t\right)\right. \\
& \left.-f_{j}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, t\right)\right] \tag{12}
\end{align*}
$$

where $g_{\alpha}^{+}=g_{\alpha}+\epsilon \operatorname{Sgn}\left(v_{\beta}-v_{\alpha}\right)$ and $g_{\alpha}^{-}=g-\epsilon \operatorname{Sgn}\left(v_{\beta}-\right.$ $v_{\alpha}$ ). The variables $g_{\alpha}, v_{\alpha}, g_{\alpha}^{+}, v_{\beta}$ are postcollision variables whereas $g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}$ are precollision variables. But from (11)
$\lim _{\epsilon \rightarrow 0} f_{j}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{+}, v_{\beta}, t\right)=\lim _{\epsilon \rightarrow 0} f_{j}^{(2)}\left(g_{\alpha}^{-}, v_{B}, g_{\alpha}, v_{\alpha}, t\right)$,
where we have again made use of the fact that the "other terms" of (11) can be ignored in the $\epsilon \rightarrow 0$ limit [which reduces (11) to a Liouville equation in the pair space]. We have also made use of the fact that, for this system, two particles simply exchange velocities upon collision. Combining (12) and (13) yields

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+v_{\alpha} \frac{\partial}{\partial g_{0}}\right) f_{j}^{(1)}\left(\mathrm{x}_{\alpha}, t\right)=\lim _{\epsilon \rightarrow 0} \int d v_{\beta}\left|v_{\beta}-v_{\alpha}\right| \\
& \quad \times\left[f_{j}^{(2)}\left(g_{\alpha}^{-}, v_{\beta}, g_{\alpha}, v_{\alpha}, t\right)-f_{j}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, t\right)\right] \tag{14}
\end{align*}
$$

We can now make use of the fact that the particles are impenetrable [and hence the $j$ th particle is always next to the $(j+1)$ th and $(j-1)$ th particles] to write

$$
\lim _{\epsilon \rightarrow 0} f_{j}^{(2)}\left(g_{\alpha}^{-}, v_{\beta}, g_{\alpha}, v_{\alpha}, t\right)=\lim _{\epsilon \rightarrow 0} f_{j}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, t\right)
$$

where

$$
(j)=j+\operatorname{sgn}\left(v_{\beta}-v_{\alpha}\right)
$$

Equation (14) can then be written in the form

$$
\begin{align*}
\left(\frac{\partial}{\partial t}\right. & \left.+v_{\alpha} \frac{\partial}{\partial g_{\alpha}}\right) f_{j}^{(1)}\left(\chi_{\alpha}, t\right)=\lim _{\epsilon \rightarrow 0} \int d v_{\beta}\left|v_{\beta}-v_{\alpha}\right| \\
& \times\left[f_{(j)}^{(2)}\left(g_{\alpha}, v_{\beta}, g_{\alpha}^{-}, v_{\beta}, t\right)-f_{j}^{(2)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, t\right)\right] \tag{15}
\end{align*}
$$

which is equivalent to (8) for impenetrable point particles.

## 2. SOLUTION OF EQUATIONS OF THE HIERARCHY

Equation (15) governs the time evolution of $f_{j}^{(1)}$ and involves $f_{j}^{(2)}$. By an almost identical procedure, we
can derive an equation for $f_{j}^{(2)}$ involving $f_{j}^{(3)}$ and one for $f_{j}^{(3)}$ involving $f_{j}^{(4)}$, etc. In general, in these equations, it is not necessary to take into account any interactions other than those of the $j$ th particle with the unlabelled particles since $f_{j}^{(n)}$ is symmetric with respect to unlabelled particle interchange. (Since, for the system we consider, two particles simply exchange momenta upon collision, the unlabelled particles behave dynamically like an ideal gas.) The equations governing $f_{j}^{(n)}, n \geq 1$, then are

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.\kappa_{j}^{(n)}\right) f_{j}^{(n)}\left(g_{\alpha}, v_{\alpha}, \ldots, t\right) \\
= & \lim _{\epsilon \rightarrow 0} \int d v_{\beta}\left|v_{\beta}-v_{\alpha}\right|\left[f \left(_{j)}^{n+1)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, \ldots, t\right)\right.\right. \\
& \left.-f_{j}^{(n+1)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, \ldots, t\right)\right] \tag{16}
\end{align*}
$$

where $\kappa_{j}^{(n)}$ is the $n$-particle Liouville operator which includes only interactions between particle $j$ and the unlabelled particles. These equations form an infinite coupled hierarchy which can be exactly solved. We now solve the equations to the extent of finding an explicit expression for $f_{j}^{(1)}$.

We first consider the hierarchy of (16) for $n \geqslant 2$ by introducing a new function

$$
\begin{align*}
g_{j}^{(n)} & \left(g_{\alpha}, v_{\alpha}, g_{\gamma}, v_{\gamma}, \ldots, t\right) \\
& =f_{j}^{(n)}\left(g_{\alpha}, v_{\alpha}, g_{\gamma}, v_{\gamma}, \ldots, t\right) \\
& -f_{j}^{(n-1)}\left(g_{\alpha}, v_{\alpha}, \ldots, t\right) h\left(g_{\gamma}, v_{\gamma}, t\right) \tag{17}
\end{align*}
$$

where

$$
\begin{aligned}
j^{*} & =j-1, \quad .0<g_{\gamma}-v_{\gamma} t<g_{\alpha}-v_{\alpha} t \\
& =j+1, \quad g_{\alpha}-v_{\alpha} t<g_{\gamma}-v_{\gamma} t<0 \\
& =j, \quad \text { otherwise }
\end{aligned}
$$

ana

$$
h\left(g_{\gamma}, v_{\gamma}, t\right)=\rho h_{0}\left(v_{\gamma}\right)+\delta\left(g_{\gamma}-v^{\prime} t\right) \delta\left(v_{\gamma}-v^{\prime}\right)
$$

for $-L<g_{\gamma}-\gamma_{\gamma} t<L$ and is zero otherwise. The function $h\left(g_{\gamma}, v_{\gamma}, t\right)$ is just the distribution of particles on the line at time $t$. The function $g_{j}^{(n)}$ is manifestly symmetric in the particle coordinates for the $n-2$ particles whose coordinates are not explicitly shown in (17).

We now confine our attention to the precollision regions of the $n$-particle phase space in which $g_{j}^{(n)}$ is defined. A phase point in a precollision region corresponds to an $n$-particle system for which particle $j$ has suffered no collision in its past history under the $n$ particle motion. (Note that we have not excluded the possibility of the crossing of unlabelled particle trajectories in the past history of the system.)

Using the fact that

$$
\left(\frac{\partial}{\partial t}+v_{\gamma} \frac{\partial}{\partial g_{\gamma}}\right) h\left(g_{\gamma}, v_{\gamma}, t\right)=0
$$

we have from (16) that in precollision regions

$$
\begin{align*}
& \frac{d^{(n)}}{d t(n)} g_{j}^{(n)}\left(g_{\alpha}, v_{\alpha}, g_{\gamma}, v_{\gamma}, \ldots, t\right) \\
& \quad=\lim _{\epsilon \rightarrow 0} \int d v_{\beta}\left|v_{\beta}-v_{\alpha}\right|\left[g_{j)}^{(n+1)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, g_{\gamma}, v_{\gamma}, \ldots, t\right)\right. \\
& \left.\quad-g_{j}^{(n+1)}\left(g_{\alpha}, v_{\alpha}, g_{\alpha}^{-}, v_{\beta}, g_{\gamma}, v_{\gamma}, \ldots, t\right)\right] \tag{18}
\end{align*}
$$

where

$$
\frac{d(n)}{d t(n)}=\frac{\partial}{\partial t}+v_{\alpha} \frac{\partial}{\partial g_{\alpha}}+v_{\gamma} \frac{\partial}{\partial g_{\gamma}}+\cdots
$$

It should be remarked that the functions $g_{j}^{(n)}$ appearing on both sides of equations of this hierarchy are evaluated only in precollision regions of their phase spaces. Then, since as is easy to show $g_{j}^{(n)}=0$ at $t=0$, it follows that $g_{j}^{(n)}=0$ in all precollision regions of the $n$-particle phase space. Thus, from (17), we have that
$f_{j}^{(n)}\left(g_{\alpha}, v_{\alpha}, g_{\gamma}, v_{\gamma}, \ldots, t\right)=f_{j}^{(n-1)}\left(g_{\alpha}, v_{\alpha}, \ldots, t\right) h\left(g_{\gamma}, v_{\gamma}, t\right)$
in precollision regions of the $n$-particle phase space. This relation can be viewed as an exact statement of the principle of molecular chaos for the systems which we consider.

Since (16) for $n=1$ involves $f_{j}{ }^{(2)}$ only in precollision regions of the two particle phase space, the factorization of (19) is directly applicable in this equation. Substitution of (19) for $n=2$ into (16) for $n=1$ yields the equation

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+v \frac{\partial}{\partial g}\right) f_{j}^{(1)}(\mathrm{x}, t)=\gamma_{0}\left[f_{j-1}^{(1)}(\mathrm{x}, t)-f_{j}^{(1)}(\mathrm{x}, t)\right] \\
& +\beta_{0}\left[f_{j+1}^{(1)}(\mathrm{x}, t)-f_{j}^{(1)}(\mathrm{x}, t)\right] \\
& +\lim _{\xi \rightarrow 0} \delta\left(g^{-}-v^{\prime} t\right)\left\{\begin{array}{l}
\epsilon(g-v t)\left(v^{\prime}-v\right)\left[f_{j+1}^{(1)}(\mathrm{x}, t)-f_{j}^{(1)}(\mathrm{x}, t)\right] \\
\epsilon(v t-g)\left(v-v^{\prime}\right)\left[f_{j-1}^{(1)}(\mathrm{x}, t)-f_{j}^{(1)}(\mathrm{x}, t)\right]
\end{array}\right\}, \tag{20}
\end{align*}
$$

where $\mathrm{X}=(g, v), g^{-}=g-\operatorname{sgn}\left(v^{\prime}-v\right), \epsilon()$ is the unit step function,

$$
\beta_{0}=\int_{g / t}^{(g+L) / t} d \omega(\omega-v) h_{0}(\omega)
$$

and

$$
\gamma_{0}=\int_{(g-L / t t}^{g / t} d \omega(v-\omega) h_{0}(\omega)
$$

Because of the $\delta$-function term on the rhs of this equation, $f_{j}^{(1)}$ is discontinuous at $g=v^{\prime} t$ and consequently $\lim _{\xi \rightarrow 0} \delta\left(g^{-}-v^{\prime} t\right)$ cannot be simply replaced by $\delta(g-v t)$. In the immediate neighborhood of the discontinuity (20) can be simplified to

$$
\begin{aligned}
&\left(v-v^{\prime}\right) \frac{\partial}{\partial\left(g-v^{\prime} t\right)} f_{j}^{(1)} \\
&=\lim _{\xi \rightarrow 0} \delta\left(g^{-}-v^{\prime} t\right)\left\{\begin{array}{l}
\epsilon(g-v t)\left(v^{\prime}-v\right)\left[f_{j+1}^{(1)}-f_{j}^{(1)}\right] \\
\epsilon(v t-g)\left(v-v^{\prime}\right)\left[f_{j-1}^{(1)}-f_{j}^{(1)}\right.
\end{array}\right\}
\end{aligned}
$$

Integrating this equation across the discontinuity Integrating this equation across the discontinuity
yields the following relation between the values of $f_{j}^{(1)}$ on either side of the discontinuity:

$$
\begin{equation*}
\lim _{\xi \rightarrow 0} f_{j}^{(1)}\left(v^{\prime} t-\xi, v, t\right)=\lim _{\xi \rightarrow 0} f_{j+1}^{(1)}\left(v^{\prime} t+\xi, v, t\right) \tag{21}
\end{equation*}
$$

Using these relations and those of (10) as boundary conditions, we can solve the equation

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+v \frac{\partial}{\partial g}\right) f_{j}^{(1)}(\mathrm{x}, t)= & \gamma_{0}\left[f_{j-1}^{(1)}(\mathrm{x}, t)-f_{j}^{(1)}(\mathrm{x}, t)\right] \\
& +\beta_{0}\left[f_{j+1}^{(1)}(\mathrm{x}, t)-f_{j}^{(1)}(\mathrm{x}, t)\right] \tag{22}
\end{align*}
$$

which is valid everywhere except at the previously mentioned point of discontinuity.

To solve this equation, we define the transform function $\eta(\theta)$ by

$$
\begin{equation*}
\eta(\theta)=\sum_{j=-\infty}^{\infty} e^{\hat{i} \theta j} f_{j}^{(1)} \tag{23}
\end{equation*}
$$

which has the inverse transform

$$
\begin{equation*}
f_{j}^{(1)}=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta e^{-\hat{i} \theta j} \eta(\theta) \tag{24}
\end{equation*}
$$

From (22) and (23) we find that $\eta(\theta)$ obeys the equation

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+v \frac{\partial}{\partial g}\right) \ln \eta(\theta)=\gamma_{0}\left(e^{\hat{i} \theta}-1\right)+\beta_{0}\left(e^{-\hat{i} \theta}-1\right) \tag{25}
\end{equation*}
$$

which can be immediately integrated to obtain

$$
\begin{align*}
\eta(\theta, g, v, t)= & \eta\left(\theta, g-v\left(t-t_{0^{+}}\right), v, t_{0^{+}}\right) \exp \left(\int _ { t _ { 0 ^ { + } } } ^ { t } d t \left[\gamma_{0}\left(e^{\hat{i} \theta}-1\right)\right.\right. \\
& \left.\left.+\beta_{0}\left(e^{-\hat{i} \theta}-1\right)\right]\right), \quad t>t_{0}>0 \\
= & \eta(\theta, g-v t, v, 0) \exp \left(\int _ { 0 } ^ { t } d t \left[\gamma_{0}\left(e^{\hat{i} \theta}-1\right)\right.\right. \\
& \left.\left.+\beta_{0}\left(e^{-\hat{i} \theta}-1\right)\right]\right), \quad \text { otherwise } \tag{26}
\end{align*}
$$

where $t_{0}=(g-v t) /\left(v^{\prime}-v\right)$ and $t_{0^{+}}$is infinitesimally larger than $t_{0}$. These results follow from integrating (25) down to the point of discontinuity at $t^{\prime}=t_{0}$ or to $t^{\prime}=0$ if $t_{0}^{\prime}$ does not lie between 0 and $t$. It is easily verified that

$$
\begin{align*}
\int_{S}^{t} d t^{\prime} \beta_{0} & =\left(\int_{g / t}^{\left(g^{+}+L\right) / t} d \omega(\omega t-g) h_{0}(\omega)\right. \\
& \left.-\int_{Q / S}^{(Q+L) / S} d \omega(\omega S-Q) h_{0}(\omega)-L \int_{(Q+L) / S}^{(g+L) / t} d \omega h_{0}(\omega)\right) \tag{27}
\end{align*}
$$

and

$$
\begin{align*}
\int_{S}^{t} d t^{\prime} \gamma_{0}= & \rho\left(\int_{(g-L) / t}^{g / t} d \omega(g-\omega t) h_{0}(\omega)\right. \\
& -\int_{(Q-L) / S}^{Q / S} d \omega(Q-\omega S) h_{0}(\omega) \\
& \left.-L \int_{(g-L) / t}^{(Q-L) / S} d \omega h_{0}(\omega)\right) \tag{28}
\end{align*}
$$

where $S$ is arbitrary and $Q=g-v t+v S$. It is also readily established from (10) and (23) that

$$
\begin{align*}
& \eta(\theta, g-v t, v, 0)=\delta(g-v t) \delta\left(v-v^{\prime}\right) \\
& \quad+e^{\hat{i} \theta} \rho h_{0}(v) \epsilon(g-v t) \epsilon(L-g+v t) \\
& \quad \times \exp \left[\rho(g-v t)\left(e^{\hat{i} \theta}-1\right)\right] \\
& \quad+e^{-\hat{i} \theta} \rho h_{0}(v) \epsilon(L+g-v t) \exp \left[\rho(v t-g)\left(e^{-\hat{i} \theta}-1\right)\right] \tag{29}
\end{align*}
$$

and from (21) that

$$
\begin{align*}
& \eta\left(\theta, g-v\left(t-t_{0^{+}}\right), v, t_{0^{+}}\right) \\
& \quad=\exp \left[i \theta \operatorname{sgn}\left(v-v^{\prime}\right)\right] \eta\left(\theta, g-v\left(t-t_{0^{-}}\right), v, t_{0^{-}}\right) \tag{30}
\end{align*}
$$

where $t_{0-}$ is infinitesimally less than $t_{0}$. Finally, from
(24), (26), (27), (28), (29), and (30), we have that

$$
\begin{align*}
f_{j}^{(1)} & (\mathrm{X}, t)=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta e^{-\hat{i} \theta j}\left\{\delta(g-v t) \delta\left(v-v^{\prime}\right)\right. \\
& +\rho h_{0}(v) \epsilon\left(t_{0}\right) \epsilon\left(t-t_{0}\right) \epsilon(L-g+v t) \epsilon(L+g-v t) \\
& +\rho h_{0}(v)\left[1-\epsilon\left(t-t_{0}\right) \epsilon\left(t_{0}\right)\right]\left[e^{\hat{i} \theta} \epsilon(L-g+v t) \epsilon(g-v t)\right. \\
& \left.\left.+e^{-\hat{i} \theta} \epsilon(L+g-v t) \epsilon(v t-g)\right]\right\} \\
& \times \exp \left[\left(e^{\hat{i} \theta}-1\right) v(t)+\left(e^{-\hat{i} \theta}-1\right) \mu(t)\right] \tag{31}
\end{align*}
$$

where

and
$\nu(t)=\int_{\left(g^{-}-L\right) / t}^{g / t} d \omega(g-\omega t) \rho h_{0}(\omega)+\rho L \int_{-\infty}^{\left(g^{-L}\right) / t} d \omega h_{0}(\omega)$.
In the limit $L \rightarrow \infty$ and for $j=0$ this reduces to the results previously obtained by Jepsen ${ }^{5}$ and Lebowitz and Percus. ${ }^{6}$

Equation (31) can be expressed in terms of modified Bessel functions ${ }^{8}$ by means of the identity

$$
\begin{gather*}
\left.(1 / 2 \pi) \int_{0}^{2 \pi} d \theta e^{-i \theta k} \exp \left[\left(e^{i \theta}-1\right) \nu(t)+e^{-i \theta}-1\right) \mu(t)\right] \\
=(\mu / \nu)^{k / 2} I_{k}\left[2(\mu \nu)^{1 / 2}\right] \exp [-\mu(t)-\nu(t)] \equiv A_{k}(t) \tag{32}
\end{gather*}
$$

$$
\begin{align*}
f_{j}^{(1)} & =\left[\delta(g-v t) \delta\left(v-v^{\prime}\right)+\rho h_{0}(v) \epsilon\left(t_{0}\right) \epsilon\left(t-t_{0}\right)\right] A_{j} \\
& +\rho h_{0}(v)\left[1-\epsilon\left(t_{0}\right) \epsilon\left(t-t_{0}\right)\right]\left[\epsilon(L-g+v t) \epsilon(g-v t) A_{j-1}\right. \\
& \left.+\epsilon(L+g-v t) \epsilon(v t-g) A_{j+1}\right] . \tag{33}
\end{align*}
$$

## 3. CONCLUSIONS

In the usual development of density corrections to Boltzmann's equation, an expression for the pair distribution function is derived by formally solving the BBGKY hierarchy subject to some assumed initial conditions about the ensemble (usually that there is no initial correlation). The pair distribution function is then given as a functional of the singlet distribution and is expressed in a density expansion. When this result for the pair distribution function is substituted into the first BBGKY equation, a closed and formally exact equation for the singlet distribution function is obtained. However, as is well known, all but the lowest order terms in the density expansion of the pair distribution are ill behaved.

Our exact solution of the hierarchy of Eqs. (16) for $n \geqslant 2$ closely parallels this procedure. To illustrate this, we write (16) in the form

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\kappa^{(n)} f_{j}^{(n)}\right) & =\lim _{\epsilon \rightarrow 0} \int d \omega|v-\omega|\left(f_{(j)}^{(n+1)}-f_{j}^{(n+1)}\right) \\
& \equiv J\left(f_{j}^{(n+1)}\right) \tag{34}
\end{align*}
$$

where $\kappa^{(n)}$ is the $n$-body Liouville operator. This equation can be formally integrated to yield

$$
\begin{align*}
f_{j}^{(n)}(t)= & \exp \left(-t \kappa^{(n)}\right) f_{j}^{(n-1)}(0) h(0) \\
& +\int_{0}^{t} d t^{\prime} \exp \left[-\left(t-t^{\prime}\right) \kappa^{(n)}\right] J\left(f_{j}^{(n+1)}\right)\left(t^{\prime}\right) \tag{35}
\end{align*}
$$

where we have made use of the exact, initial factorization condition

$$
\exp \left(-t \kappa^{(n)}\right) f_{j}^{(n)}(0)=\exp \left(-t K^{(n)}\right) f_{j}{ }^{(n-1)}(0) h(0)
$$

Here $j^{*}$ is defined as before. By iterative substitution of the members of the hierarchy of (35) into one another an expression for $f_{j}^{(n)}(t)$ as a functional of $f_{k}^{(1)}(t)$ can be obtained. (Various values of $k$ occur in the expansion.) In particular, for the pair distribution function in precollision regions of the pair phase space, we obtain the result

$$
f_{j}^{(2)}(t)=f_{j}^{(1)}(t) h(t)+\mathrm{C}-\mathrm{U}+\cdots,
$$

where the analog of the Choh-Uhlenbeck (C-U) term and higher correction terms are found to be identically zero. The fact that the first term in the expansion yields the exact result without correction results from the fact that if $f_{j}^{(2)}$ on the lhs of (34) or (35) is evaluated in a precollision configuration (in the sense previously defined) this is also the case for the distribution functions on the rhs. This is not a result of the simple dynamics of the system per se, but results from use of the identity
$\lim _{\epsilon \rightarrow 0} f_{j}^{(n)}\left(g^{-}, \omega, g, v, \ldots, t\right)=\lim _{\epsilon \rightarrow 0} f_{(j)}^{(n)}\left(g, v, g^{-}, \omega, \ldots, t\right)$,
which is necessary to establish (16).
To illustrate this point, we now obtain a formal expression for $f_{j}{ }^{(2)}$ by formal solution of the BBGKY hierarchy equations

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\kappa^{(n)}\right) f_{j}^{(n)}=\frac{1}{m} \int d X_{\gamma} \frac{\partial \phi_{j \gamma}}{\partial g} \frac{\partial}{\partial v} f_{j}^{(n+1)}, \tag{37}
\end{equation*}
$$

where $\phi_{j y}$ is the interaction potential between the $j$ th particle and an unlabelled particle whose coordinates are $\chi_{y}=g_{\gamma}, v_{\gamma}$. (Here and in the subsequent discussion we use Greek letters to denote the coordinates of unlabelled particles.) It is easy to show that

$$
F_{j}^{(n)}(t)=\exp \left(-t \kappa^{(n)}\right) F_{j}^{(n)}(0),
$$

where
$F_{j}^{(n)}=f_{j}^{(n)}-\int d \chi_{\alpha} f_{j}^{(n+1)}+\frac{1}{2} \int d_{\mathrm{X}_{\alpha}} \int d_{\mathrm{X}_{\beta}} f_{j}^{(n+2)}+\cdots$.
After some manipulation it can be deduced that
$f_{j, B}^{(2)}=S_{j B}^{(t)} f_{j}^{(1)} h_{B}+\int d_{X_{\gamma}}\left(S_{j \beta \gamma}^{(t)}-S_{j B}^{(t)} S_{j \gamma}^{(t)}\right) f_{[j]}^{(1)} h_{\beta} h_{\gamma}+\cdots$,
where

$$
\begin{equation*}
S_{j \beta \gamma}^{(t)}=\exp \left(-t_{K}{ }^{(3)}\right) \exp \left[t\left(v \frac{\partial}{\partial g}+v_{\beta} \frac{\partial}{\partial g_{\beta}}+v_{\gamma} \frac{\partial}{\partial g_{\gamma}}\right)\right] \tag{38}
\end{equation*}
$$

and

$$
S_{j \beta}^{(t)}=\exp \left(-t \kappa_{j \beta}^{(2)} \exp \left[t\left(v \frac{\partial}{\partial g}+v_{B} \frac{\partial}{\partial g_{\beta}}\right)\right] .\right.
$$

The $S$ operators have the effect of permuting particle coordinates.
In (37), $j^{*}$ is determined from the exact factorization of $\exp \left(-t \kappa_{j \beta}^{(2)}\right) f_{j, \beta}^{(2)}(0)$ whereas the value of $[j]$ depends on the $S$ operator that acts on $f_{[j]}^{(1)} h_{\beta} h_{\gamma}$. For $S_{j B \gamma}$, [j] is determined from the exact factorization of $\exp \left(-t \kappa^{(3)}\right)$ $f_{j}^{(3)}(0)$ and, for $S_{j \beta} S_{j \gamma},[j]$ is determined from the factorization of $\left.\exp \left(-t \kappa_{j \gamma}^{(2)}\right) f_{j}^{(2)}\right)_{\gamma}^{(0)}$. In precollision regions of the $j, \beta$ phase space $S_{j \mathrm{~B}}^{(t)}=1$ and hence

$$
\begin{equation*}
f_{j, B}^{(2)}=f_{j}^{(1)} h_{B}+\int d_{\mathrm{X}_{\gamma}}\left(S_{j \beta \gamma}^{(t)}-S_{j \gamma}^{(t)}\right) f_{[j]}^{(1)} h_{\mathrm{B}} h_{\gamma}+\cdots \tag{39}
\end{equation*}
$$

Now, even though the first term in this expansion is rigorously equal to $f_{j, B}^{(2)}$ the Choh-Uhlenbeck term and higher terms are nonzero. To be precise, the integrand of the Choh-Uhlenbeck term in (39) is nonzero in regions where the effect of $S_{j 6}^{(t)}$ is a permutation of coordinates which places particle $j$ on the $\beta$ trajectory. The domain of $g_{\gamma}$ for which this is the case grows linearly with $t$ (i.e., the length of time interval between the initial time and time $t$ ). As a result this term is ill behaved in exactly the same sense as the usual divergent terms in the density expansion of Boltzmann's equation. The advantage of the hierarchy (34) to that of (37) is then obvious.

The divergent terms arise from the fact that the behavior of the whole system is analysed in terms of the dynamics of small numbers of isolated particles. It is quite straightforward to develop a series of approximations to the one-particle distribution function $f_{j}^{(1)}$, which takes into account the interaction between a small group of particles and the rest of the fluid.

Consider the system of equations (20). Using the notation $\left(f_{j}^{(1)}\right)_{k}$ for the $k$ th approximation to $f_{j}^{(1)}$, we can solve (20) along with the boundary conditions (10) by expressing $\left(f_{j}^{(1)}\right)_{k}$ in terms of $\left(f_{j}^{(1)}\right)_{k-1}$ by means of the following equations.

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}+v \frac{\partial}{\partial g}\right)\left(f_{0}^{(1)}\right)_{k} & =\gamma_{0}\left[\left(f_{-1}^{(1)}\right)_{k-1}-\left(f_{0}^{(1)}\right)_{k}\right]+\beta_{0}\left[\left(f_{1}^{(1)}\right)_{k-1}\right. \\
& \left.-\left(f_{0}^{(1)}\right)_{k}\right]+D\left[\left(f_{-1}^{(1)}\right)_{k-1},\left(f_{0}^{(1)}\right)_{k},\left(f_{1}^{(1)}\right)_{k}\right]
\end{aligned}
$$

$$
\left(\frac{\partial}{\partial t}+v \frac{\partial}{\partial g}\right)\left(f_{j}^{(1)}\right)_{k}=\gamma_{0}\left[\left(f_{j-1}^{(1)}\right)_{k}-\left(f_{j}^{(1)}\right)_{k}\right]+\beta_{0}\left[\left(f_{j+1}^{(1)}\right)_{k-1}\right.
$$

$$
\left.-\left(f_{j}^{(1)}\right)_{k}\right]+D\left[\left(f_{j-1}^{(1)}\right)_{k},\left(f_{j}^{(1)}\right)_{k},\left(f_{j+1}^{(1)}\right)_{k-1}\right], \quad j>0
$$

$$
\left(\frac{\partial}{\partial t}+v \frac{\partial}{\partial g}\right)\left(f_{j}^{(1)}\right)_{k}=\gamma_{0}\left[\left(f_{j-1}^{(1)}\right)_{k-1}-\left(f_{j}^{(1)}\right)_{k}\right]+\beta_{0}\left[\left(f_{j+1}^{(1)}\right)_{k}\right.
$$

$$
\begin{equation*}
\left.-\left(f_{j}^{(1)}\right)_{k}\right]+D\left[\left(f_{j-1}^{(1)}\right)_{k-1},\left(f_{j}^{(1)}\right)_{k},\left(f_{j+1}^{(1)}\right)_{k}\right], \quad j<0 \tag{40}
\end{equation*}
$$

where

$$
\begin{aligned}
& D\left[f_{j-1}^{(1)}, f_{j}^{(1)}, f_{j+1}^{(1)}\right]=\lim _{\xi \rightarrow 0}\left[\delta\left(g-\xi-v^{\prime} t\right) \epsilon(g-v t)\left(v^{\prime}-v\right)\right. \\
& \quad \times\left(f_{j+1}^{(1)}-f_{j}^{(1)}\right)+\delta\left(g+\xi-v^{\prime} t\right) \epsilon(v t-g)\left(v-v^{\prime}\right) \\
& \left.\quad \times\left(f_{j-1}^{(1)}-f_{j}^{(1)}\right)\right]
\end{aligned}
$$

and $\left(f_{j}^{(1)}\right)_{0}=0$.
The $k$ th approximation to $f_{j}^{(1)}$ is related to its exact value as given by (33) by expanding the modified Bessel function in a power series by means of the identity ${ }^{8}$

$$
I_{j}(z)=\left(\frac{1}{2} z\right)^{j} \sum_{l=0}^{\infty} \frac{\left(\frac{1}{4} z^{2}\right)^{l}}{l!\Gamma(j+l+1)}
$$

Hence

$$
\begin{align*}
\left(f_{j}^{(1)}\right)_{k} & =\left[\delta(g-v t) \delta\left(v-v^{\prime}\right)+\rho h_{0}(v) \epsilon\left(t_{0}\right) \epsilon\left(t-t_{0}\right)\right] A_{j}^{(k)} \\
& +\rho h_{0}(v)\left[1-\epsilon\left(t_{0}\right) \epsilon\left(t-t_{0}\right)\right]\left[\epsilon(L-g+v t) \epsilon(g-v t) A_{j-1}^{(k)}\right. \\
& \left.+\epsilon(L+g-v t) \epsilon(v t-g) A_{j+1}^{(k)}\right], \tag{41}
\end{align*}
$$

where

$$
\begin{aligned}
A_{j}^{(k)}=\left(\frac{\mu}{\nu}\right)^{j / 2}(\mu \nu)^{|j| / 2} \sum_{l=0}^{k}(\mu \nu)^{l}[l!(|j| & +l)!]^{-1} \\
& \times \exp [-\nu(t)-\mu(t)]
\end{aligned}
$$

The retention of the term $\exp [-\nu(t)-\mu(t)]$ in its unexpanded form ensures that, to every order of approximation, $f_{j}^{(1)}$ is finite for all times and yields a finite approximation to the coefficient of self-diffusion which is the only important transport coefficient for this system. Each approximation approaches zero for large times. However, the limit of the sequence of approximations is correctly normalized for all times. This procedure therefore differs from that suggested, e.g., by Dorfman and his associates ${ }^{9}$ and Kawasaki and Oppenheim. ${ }^{10}$

The success of this method of approximation in yielding finite transport coefficients gives some hope that a
similar method of approximation could be devised for models with short-ranged forces of a more general nature, and in two or three dimensions. The important features are the correct formulation of the principle of molecular chaos and the adoption of a method of successive approximations which takes account of the scattering by particles of the environment of the particles involved in three-, four-, or many-body collisions.

The foregoing considerations do in fact suggest a perturbation technique for solving more complicated problems. As a simple example we consider the case of point particles which have a velocity independent probability $R$ of being reflected upon collisions where $0 \leqslant$ $R \leqslant 1$. For the case of impenetrable points $R=1$ and for an ideal gas $R=0$.

Although this system is not dynamically deterministic (except in the $R=1$ or $R=0$ cases), it well illustrates the techniques which can also be applied for deterministic systems. The hierarchy equations in this case are

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\kappa^{(n)}\right) f_{j}^{(n)}= & R \int_{-\infty}^{\infty} d \omega|\omega-v|\left(P f_{j}^{(n+1)}-f_{j}^{(n+1)}\right) \\
= & R \int_{-\infty}^{\infty} d \omega|\omega-v|\left(f_{(j)}^{(n+1)}-f_{j}^{(n+1)}\right) \\
& +\xi R \int_{-\infty}^{\infty} d \omega|\omega-v|\left(P f_{j}^{(n+1)}-f_{(j)}^{(n+1)}\right) . \tag{42}
\end{align*}
$$

Here $P$ is an operator which permutes the coordinates of the $j$ th particle (i.e., $g, v$ ) with those of the unlabelled particles with which it is about to collide (i.e., $g^{-}, w$ ).

The quantity $\xi=1$ is a marking parameter which indicates that the term it multiplies is presumed to be small. (This term vanishes in both the $R=0$ and $R=1$ limits.) We assume a solution to (42) of the form

$$
\begin{equation*}
f_{j}^{(n)}=\sum_{k} \xi^{k}\left(f_{j}^{(n)}\right)_{k} \tag{43}
\end{equation*}
$$

The $\xi^{0}$ equation is

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\kappa^{(n)}\right) & \left(f_{j}^{(n)}\right)_{0} \\
& =R \int_{-\infty}^{\infty} d \omega|\omega-v|\left[\left(f_{(j)}^{(n+1)}\right)_{0}-\left(f_{j}^{(n+1)}\right)_{0}\right] \tag{44}
\end{align*}
$$

which can be solved for $n \geqslant 2$ in precollision regions as before to obtain

$$
\begin{equation*}
\left(f_{j}^{(n)}\right)_{0}=\left(f_{j}{ }^{(n-1)}\right)_{0} h \tag{45}
\end{equation*}
$$

where it is assumed that at $t=O\left(f_{j}^{(n)}\right)_{0}=f_{j}^{(n)}$. A closed equation for $\left(f_{j}^{(1)}\right)_{0}$ can be obtained by substituting (45) for $n=2$ into (44) for $n=1$. This equation can be solved in exactly the manner previously discussed to obtain

$$
\begin{equation*}
\left(f_{j}^{(1)}\right)_{0}=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \theta e^{-i j \theta} \eta(\theta, g, v, t) \tag{46}
\end{equation*}
$$

where

$$
\begin{align*}
& \eta(\theta, g, v, t)=\left\{\delta\left(g-v^{\prime} t\right) \delta\left(v-v^{\prime}\right)\right. \\
& \quad+e^{i \theta} \rho h_{0}(v) \epsilon(g-v t) \exp \left[\rho|g-v t|\left(e^{i \theta}-1\right)(1-R)\right] \\
& \left.\quad+e^{-i \theta} \rho h_{0}(v) \epsilon(v t-g) \exp \left[\rho|v t-g|\left(e^{i \theta}-1\right)(1-R)\right]\right\} \\
& \quad \times\left\{1+\epsilon\left(t-t_{0}\right) \epsilon\left(t_{0}\right)(R-1) \exp \left[i \theta \operatorname{sgn}\left(v-v^{\prime}\right)\right]\right\} \\
& \quad \times \exp \left[\left(e^{i \theta}-1\right) R t \gamma(g / t)+\left(e^{-i \theta}-1\right) R t \beta(g / t)\right] \tag{47}
\end{align*}
$$

## Here

$$
\text { and } \begin{aligned}
\beta(v) & =\rho \int_{v}^{\infty} d \omega(\omega-v) h_{0}(\omega) \\
\gamma(v) & =\rho \int_{-\infty}^{v} d \omega(v-\omega) h_{0}(\omega) .
\end{aligned}
$$

This result for $\eta$ assumes a box of infinite length.
As is to be expected, (46) provides a rigorously correct expression for $f_{j}^{(1)}$ in the two limiting cases $R=0$ and $R=1$. Furthermore, the factors $\exp [\rho|g-v t|$ $\left.\left(e^{ \pm i \epsilon}-1\right)(1-R)\right]$ assure that $\left.f_{j}^{(1)}\right)_{0}$ is exponentially damped in the long time limit if $R \neq 1$. This leads us to the conclusion that the higher order perturbation terms of (43), which from (42) obey equations of the form

$$
\begin{aligned}
\left(\frac{\partial}{\partial t}\right. & \left.+\kappa^{(n)}\right)\left(f_{j}^{(n)}\right)_{k}=R \int_{-\infty}^{\infty} d \omega|\omega-v|\left[\left(f_{(j)}^{(n+1)}\right)_{k}\right. \\
& \left.-\left(f_{j}^{(n+1)}\right)_{k}\right]+R \int_{-\infty}^{\infty} d \omega|\omega-v| \\
& \times\left[P\left(f_{j}^{(n+1)}\right)_{k-1}-\left(f_{(j)}^{(n+1)}\right)_{k-1}\right],
\end{aligned}
$$

will not exhibit secular time behavior.
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Continuing the development of a previous paper on generalized isoperimetric inequalities (i.e., rearrangement inequalities for Green's functions), we extend the theory to the case of Green's functions for a potential which approaches zero at infinity. Specialization to domain potentials and long times gives Pólya and Szegö's isoperimetric inequality for the electrostatic capacity. Long times and a more general potential give a new isoperimetric inequality (for the "scattering length" of a potential). We also obtain from another specialization a curious isoperimetric inequality for the trace of the phase shift operator of scattering theory (for a given energy).

## 1. INTRODUCTION

In a previous paper, ${ }^{1}$ a generalization of the usual isoperimetric inequalities of geometry and physics was given. The new inequalities may be expressed as inequalities for the Green's function of a particle in a potential $\varphi$ (in quantum language), or that of diffusion in the presences of distributed sources and absorbers of particles (proportional to $\varphi$ ). To simplify the discussion in Paper I, we only treated the case where $\varphi$ becomes infinitely large at infinity, so that the Hamiltonian has a purely discrete spectrum. This not only has the disadvantage of incompleteness, but also does not include (in a direct way) the important isoperimetric inequalities for the electrostatic capacity. ${ }^{2}$ Now in I, the inequalities were based on a certain rearrangement inequality for multiple integrals ${ }^{3}$ which, when translated into Green's function inequalities, is not sufficiently general to discuss all cases where $\varphi$ approaches zero (say) at infinity. It proves not to be difficult to obtain another rearrangement inequality ${ }^{4}$ which enables us to treat this case more generally. The resulting Green's function inequalities are analogous to those of I. When specialized for long "times", and $\varphi$ such that the particle stays outside a certain domain, we find the usual isoperimetric inequalities for the capacity of that domain. If the potential is such that there are no bound states, the general inequality yields isoperimetric inequalities for the "scattering length" and for the "phase shift operator" which occur in the quantum theory of scattering. (These are new results.)
The paper is organized as follows. In Sec. 2 , the basic inequalities are derived in one or more dimensions. In Sec. 3, various specializations are made and new isoperimetric inequalities are obtained.

## 2. GENERAL FORM OF INEQUALITIES

We first discuss one-dimensional problems. Consider a particle with the Hamiltonian operator ( $\hbar=$ $m=1$ )

$$
\begin{equation*}
H=\frac{1}{2} \frac{d^{2}}{d x^{2}}+\varphi(x) \tag{2.1}
\end{equation*}
$$

In this paper we shall limit ourselves to the case where $\varphi$ approaches zero as ( $x$ ) approaches infinite. The Green's function $G_{t}\left(x, x^{\prime} \mid \varphi\right)$ is defined by

$$
\begin{equation*}
H G_{t}\left(x, x^{\prime} \mid \varphi\right)+\frac{\partial G_{t}\left(x, x^{\prime} \mid \varphi\right)}{\partial t}=0 \quad(t>0) \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{t \rightarrow 0} G_{t}\left(x, x^{\prime}|\varphi\rangle=\delta\left(x-x^{\prime}\right)\right. \tag{2.3}
\end{equation*}
$$

We may write $G$ as a Wiener integral ${ }^{5}$ :

$$
\begin{align*}
G_{t}\left(x, x^{\prime} \mid \varphi\right) & =\lim _{n \rightarrow 0} \int_{-\infty}^{\infty} d x_{2} d x_{3} \cdots d x_{n-1} P\left(x-x_{2}\right) e^{-\Delta_{n} \varphi\left(x_{2}\right)} \\
& \times P\left(x_{2}-x_{3}\right) e^{-\Delta_{n} \varphi\left(x_{3}\right)} P\left(x_{n-1}-x^{\prime}\right) e^{-\Delta_{n} \varphi\left(x^{\prime}\right)}, \tag{2.4}
\end{align*}
$$

where

$$
\begin{align*}
& \Delta_{n}=t / n-1,  \tag{2.5}\\
& P(x) \equiv \frac{1}{\left(2 \pi \Delta_{n}\right)^{1 / 2}} e^{-x^{2} / 2 \Delta_{n}} . \tag{2.6}
\end{align*}
$$

It is necessary to distinguish three cases:
(a) $\varphi \leqslant 0 \quad$ (purely attractive potential),
(b) $\varphi \geqslant 0$ (purely repulsive potential),
(c) $\varphi$ has both positive and negative regions.

Case (a): Since $\varphi$ has a symmetrically increasing rearrangement (which we call $*[\varphi]$ ) reasoning identical to that of I yields the inequality ${ }^{6}$

$$
\begin{align*}
& \int_{-\infty}^{\infty} d x d x^{\prime} G_{t}\left(x, x^{\prime} \mid \varphi\right) \alpha\left(x^{\prime}\right) \beta(x) \Gamma\left(x^{\prime}-x\right) \\
& \quad \leqslant \int_{-\infty}^{\infty} d x d x^{\prime} G_{t}\left(x,\left.x^{\prime}\right|^{*}[\varphi]\right)[\alpha(x)]^{*}[\beta(x)]^{*}\left[\Gamma\left(x^{\prime}-x\right)\right]^{*}, \tag{2.7}
\end{align*}
$$

where $\alpha, \beta, \Gamma$ are nonnegative, and $[\alpha]^{*}$ is the symmetrically decreasing rearrangement of $\alpha(x)$. This only makes use of the rearrangement inequality (2.9) of I. It is possible to put (2.7) in another form which is often more convenient. The special case of (2.7) where $\alpha, \beta$, $\Gamma$ are already symmetrically decreasing functions may be written

$$
\begin{align*}
& \int_{-\infty}^{\infty} d x d x^{\prime}\left[G_{t}\left(x, x^{\prime} \mid 0\right)-G_{t}\left(x, x^{\prime} \mid \varphi\right)\right] \alpha\left(x^{\prime}\right) \beta(x) \Gamma\left(x^{\prime}-x\right) \\
& \quad \geqslant \int_{-\infty}^{\infty} d x d x^{\prime}\left[G_{t}\left(x, x^{\prime} \mid 0\right)-G_{t}\left(x,\left.x^{\prime}\right|^{*}[\varphi]\right)\right] \\
& \quad \times \alpha\left(x^{\prime}\right) \beta(x) \Gamma\left(x^{\prime}-x\right), \tag{2.8}
\end{align*}
$$

where
$G_{t}\left(x, x^{\prime} \mid 0\right)=\frac{1}{\sqrt{2 \pi t}} \exp \left[-\left(x-x^{\prime}\right)^{2} / 2 t\right] \equiv G_{t}^{(0)}\left(x-x^{\prime}\right)$.
This form is particularly interesting if we let $\alpha$ and $\beta$ approach unity and $\Gamma$ approach unity or a Dirac $\delta$ function. These cases give the formulas

$$
\begin{align*}
& \int_{-\infty}^{\infty} d x d x^{\prime}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi\right)\right] \\
& \geqslant \int_{-\infty}^{\infty} d x d x^{\prime}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid *[\varphi]\right)\right] \tag{2.10}
\end{align*}
$$

and
$\int_{-\infty}^{\infty} d x\left[G_{t}^{(0)}(0)-G_{t}(x, x \mid \varphi)\right] \geqslant \int_{-\infty}^{\infty} d x\left[G_{t}^{(0)}(0)-G_{t}(x, x \mid *[\varphi])\right]$
to which we shall return later.

Case (b): In this case $\varphi$ does not have a symmetrically increasing rearrangement, and (2.9) of I becomes meaningless. However, the following inequality ${ }^{4}$ may be proved. Let $F_{i}(x)$ satisfy $0 \leqslant F_{i}(x) \leqslant 1$ and let $H_{i}(x)$ be a symmetrically decreasing function of $x$. Then

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(1-\prod_{i}^{n}\left[1-F_{i}\left(x_{i}\right)\right]\right) \prod_{i}^{n} H_{i}\left(x_{i}-x_{i+1}\right) d x_{i} \\
& \left.\quad \geq \int_{-\infty}^{\infty}\left(1-\prod_{i}^{n}\left\{F_{i}\left(x_{i}\right)\right]^{*}\right\}\right) \prod_{i}^{n} H_{i}\left(x_{i}-x_{i+1}\right) d x_{i} \tag{2.12}
\end{align*}
$$

where $x_{n+1} \equiv x_{1}$.
Now suppose we define

$$
\begin{equation*}
1-F_{i}(x) \equiv f_{i}(x) \tag{2.13}
\end{equation*}
$$

Clearly,

$$
\begin{equation*}
1-\left[F_{i}(x)\right]^{*}=*\left[f_{i}(x)\right] \tag{2.14}
\end{equation*}
$$

so that we may also write (2.12) as

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(\prod_{i} H_{i}\left(x_{i}-x_{i+1}\right)-\prod_{i} f_{i}\left(x_{i}\right) H_{i}\left(x_{i}-x_{i+1}\right)\right) \prod_{i} d x_{i} \\
& \quad \geqslant \int_{-\infty}^{\infty}\left(\prod_{i} H_{i}\left(x_{i}-x_{i+1}\right)-\prod_{i}^{*} *\left[f_{i}\left(x_{i}\right)\right] H_{i}\left(x_{i}-x_{i+1}\right)\right) \prod_{i} d x_{i} \tag{2.15}
\end{align*}
$$

Applying (2.15) to (2.4), we obtain

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left[G_{t}^{0}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi\right)\right] \Gamma\left(x^{\prime}-x\right) d x \\
& \quad \geqslant \int_{-\infty}^{\infty}\left[G_{t}^{0}\left(x-x^{\prime}\right)-G_{t}\left(x,\left.x^{\prime}\right|^{*}[\varphi]\right)\right] \Gamma\left(x^{\prime}-x\right) d x \tag{2.16}
\end{align*}
$$

where $\Gamma(x)$ is a symmetrically decreasing function of $x$, and we have made use of the fact that if

$$
\begin{equation*}
f(x)=e^{-\Delta_{n}(x)} \tag{2.17}
\end{equation*}
$$

then

$$
\begin{equation*}
*[f(x)]=e^{-\Delta_{n}[\varphi(x)]^{*}} \tag{2.18}
\end{equation*}
$$

If we again specialize $\Gamma(x)$ to be unity or a Dirac $\delta$ function, we obtain

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi\right)\right] d x d x^{\prime} \\
& \quad \geqslant \int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid[\varphi]^{*}\right)\right] d x d x^{\prime} \tag{2.19}
\end{align*}
$$

and
$\int_{-\infty}^{\infty}\left[G_{t}^{(0)}(0)-G_{t}(x, x \mid \varphi)\right] d x \geqslant \int_{-\infty}^{\infty}\left[G_{t}^{(0)}(0)-G_{t}\left(x, x \mid[\varphi]^{*}\right)\right] d x$.
Case (c): In this case $\varphi$ has neither a symmetrically increasing nor a symetrically decreasing rearrangement. We can, however, establish inequalities which go over smoothly into (2.10), (2.11), (2.19), and (2.20) for Case (a) or Case (b), as follows. Write

$$
\begin{equation*}
\varphi(x)=\varphi^{+}(x)+\varphi^{-}(x) \tag{2.21}
\end{equation*}
$$

where
$\varphi^{+}(x)=\varphi(x) \quad$ if $\varphi(x) \geqslant 0 \quad$ and $\quad \varphi^{-}(x)=\varphi(x)$

$$
\text { if } \varphi(x) \leqslant 0
$$

$$
=0 \quad \text { if } \varphi(x) \leqslant 0 \quad=0 \quad \text { if } \varphi(x) \geqslant 0
$$

Now the following inequality holds:

$$
\begin{equation*}
G_{t}\left(x, x^{\prime} \mid \varphi\right)+G_{t}\left(x, x^{\prime} \mid 0\right)-G_{t}\left(x, x^{\prime} \mid \varphi^{+}\right)-G_{t}\left(x, x^{\prime} \mid \varphi^{-}\right) \leqslant 0 . \tag{2.22}
\end{equation*}
$$

The proof of (2.22) is trivial if we use Kac' representation ${ }^{5}$ for the Green's function

$$
G_{t}\left(x, x^{\prime} \mid \varphi\right)=G_{t}^{(0)}\left(x-x^{\prime}\right)\left\langle\operatorname { e x p } \left(-\int_{0}^{t}[x(\tau)) d \tau\left|\begin{array}{l}
x(t)=x  \tag{2.23}\\
x(0)=x^{\prime}
\end{array}\right\rangle\right.\right.
$$

The left hand side of (2.22) then becomes

$$
\begin{align*}
G_{i}^{(0)}\left(x-x^{\prime}\right) & \left\langle 1-\exp \left(-\int_{0}^{t} \varphi^{+}[x(\tau)] d \tau\right)\right. \\
\times & {\left[1-\exp \left(-\int_{0}^{t} \varphi^{-}[x(\tau)] d \tau\right)\right]\left|\begin{array}{l}
x(t)=x \\
x(0)=x^{\prime}
\end{array}\right\rangle } \tag{2.24}
\end{align*}
$$

However, (2.24) is clearly nonpositive since the first factor we are averaging is nonnegative ( $\varphi^{+} \geqslant 0$ ), while the second factor is nonpositive ( $\varphi^{-} \leqslant 0$ ). $7^{7}$

We may write (2.22) as

$$
\begin{align*}
& G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi\right) \\
& \quad \geqslant\left[G^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi^{+}\right)\right] \\
& \quad+\left[G^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi^{\prime}\right)\right] . \tag{2.25}
\end{align*}
$$

Multiplying both sides of (2.25) with $\Gamma\left(x^{\prime}-x\right)[\Gamma(x)$ being a nonnegative symmetrically decreasing function) and making use of (2.8) and (2.16), we have

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid \varphi\right)\right] \Gamma\left(x^{\prime}-x\right) d x d x^{\prime} \\
& \quad \geqslant \int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid\left[\varphi^{+}\right]^{*}\right)\right] \Gamma\left(x^{\prime}-x\right) d x d x^{\prime} \\
& \quad+\int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(x-x^{\prime}\right)-G_{t}\left(x, x^{\prime} \mid *\left[\varphi^{-}\right]\right)\right] \Gamma\left(x^{\prime}-x\right) d x d x . \tag{2.26}
\end{align*}
$$

The result (2.26) is the most general rearrangement inequality (of the type considered here) for the Green's function, when the potential goes to zero at infinity.

In more than one dimension ( $d$ dimensions, say) we may proceed just as in I. That is, we use the $d$-dimensional analog of (2.4) and integrate over a single variable (say $z$ ) first, holding the others constant. This at once yields the analog of (2.26)

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)\right] \Gamma\left(\mathbf{r}^{\prime}-\mathbf{r}\right) d \mathbf{r} d \mathbf{r}^{\prime} \\
& \quad \geqslant \int_{-\infty}^{\infty}\left[G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid\left[\varphi^{+}\right]_{z}^{*}\right)\right] \Gamma\left(\mathbf{r}^{\prime}-\mathbf{r}\right) d \mathbf{r} d \mathbf{r}^{\prime} \\
& \quad+\int_{-\infty}^{\infty}\left[G_{l}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r},\left.\mathbf{r}^{\prime}\right|_{z} ^{*}\left[\varphi^{-}\right]\right)\right] \Gamma\left(\mathbf{r}^{\prime}-\mathbf{r}\right) d \mathbf{r} d \mathbf{r}^{\prime} \tag{2.27}
\end{align*}
$$

where

$$
\begin{equation*}
G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \equiv \frac{1}{(2 \pi t)^{d / 2}} \exp \left(-\frac{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}{2 t}\right) \tag{2.28}
\end{equation*}
$$

$[f(\mathbf{r})]_{2}^{*}$ is the symmetrically decreasing rearrangement of $f(\mathbf{r})$ viewed as a function of $z$ with the other variables held constant; ${ }_{2}^{*}[f(\mathbf{r})]$ is the symmetrically increasing rearrangement of $f(\mathbf{r})$ viewed as a function of $z$ with the other variables held constant, and $\Gamma(\mathbf{r})$ is a symmetrically decreasing function of $z$ for the other variables fixed. The integrations are over the entire $d$-dimensional Euclidean space.

The symmetrization process leading to (2.27) may be applied again to some other direction (rather than the $z$ direction). By continuing this procedure with respect to "all possible directions" we will finally obtain (2.27) with $\left[\varphi^{+}\right]_{z}^{*}$ replaced by $\left[\varphi^{+}\right]_{s}^{*}$ (the decreasing rearrangement of $\varphi^{+}$which is a function of $|\mathbf{r}|$ alone), ${ }_{2}^{*}\left[\varphi^{+}\right]$replaced by ${ }_{s}^{*}\left[\varphi^{-}\right]$(the increasing rearrangement of $\varphi^{+}$which is a function of $|\mathbf{r}|$ alone $)$, and $\Gamma(\mathbf{r})$ a decreasing function of $|\mathbf{r}|$ alone.

## 3. APPLICATIONS

We now consider applications of the inequalities of the last section. We shall restrict ourselves to threedimensional considerations.
(A) Suppose we have a potential $\varphi$ and a finite domain $D$ such that

$$
\begin{align*}
\varphi(\mathbf{r}) & =\infty & & \text { if } \mathbf{r} \text { belongs to } D \\
& =0 & & \text { otherwise. } \tag{3.1}
\end{align*}
$$

This is a purely repulsive potential, so that the inequality (2.27) applies with $\varphi^{-}=0$. For this we need the symmetrically decreasing rearrangement of $\varphi(\mathbf{r})$. Just as in I, this is given by

$$
\begin{align*}
{[\varphi(\mathbf{r})]_{z}^{*} } & =\infty & & \text { if } \mathbf{r} \text { belongs to } D_{z}^{*} \\
& =0 & & \text { otherwise } \tag{3.2}
\end{align*}
$$

where $D_{z}^{*}$ is the Steiner symmetrization of the domain $D$ with respect to the plane $z=0$. Using obvious notation, (2.27) becomes

$$
\begin{align*}
\int_{-\infty}^{\infty}\left(G_{t}^{(0)}(\mathbf{r}\right. & \left.\left.-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid D\right)\right) \Gamma\left(\mathbf{r}^{\prime}-\mathbf{r}\right) d \mathbf{r} d \mathbf{r}^{\prime} \\
& \geqslant \int_{-\infty}^{\infty}\left(G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid D_{z}^{*}\right) \Gamma\left(\mathbf{r}^{\prime}-\mathbf{r}\right) d \mathbf{r} d \mathbf{r}^{\prime}\right. \tag{3.3}
\end{align*}
$$

For the moment, let us consider the case $T=1$. Then (3.3) becomes

$$
\begin{align*}
\int_{-\infty}^{\infty}\left(G_{t}^{(0)}(\mathbf{r}\right. & \left.\left.-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid D\right)\right) d \mathbf{r} d \mathbf{r}^{\prime} \\
& \geqslant \int_{-\infty}^{\infty}\left(G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid D_{z}^{*}\right)\right) d \mathbf{r} d \mathbf{r}^{\prime} . \tag{3.4}
\end{align*}
$$

It is interesting to evaluate this formula in the limit of small and large $t$. In the limit of small $t$, a completely elementary calculation yields for the leading terms

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid D\right)\right) d \mathbf{r} d \mathbf{r}^{\prime} \\
&=\Omega(D)+\sqrt{2 / \pi} S(D) \sqrt{t}+\cdots \tag{3.5}
\end{align*}
$$

where $\Omega(D)$ is the volume of the domain $D$, and $S(D)$ is the surface area of $D$. Therefore, since $\Omega(D)=\Omega \iota\left(D_{z}^{*}\right)$, (3.4) reduces to

$$
\begin{equation*}
S(D) \geqslant S\left(D_{z}^{*}\right) \tag{3,6}
\end{equation*}
$$

which is the usual result for the effect of Steiner symmetrization on the surface area of a domain.

In the limit of large $t$, the calculation is a little more difficult, though still straightforward. Fortunately, it has already been carried out by Spitzer. ${ }^{8}$ The first two terms are given by

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left(G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid D\right)\right) d \mathbf{r} d \mathbf{r}^{\prime} \\
&=2 \pi C(D) t+4 \sqrt{2 \pi} C^{2}(D) \sqrt{t}+\cdots \tag{3.7}
\end{align*}
$$

where $C(D)$ is the electrostatic capacity of the domain $D$. Therefore, for large $t$ (3.4) becomes

$$
\begin{equation*}
C(D) \geqslant C\left(D_{\mathrm{z}}^{*}\right) \tag{3.8}
\end{equation*}
$$

which is Polya and Szegö's well-known result ${ }^{9}$ for the effect of Steiner symmetrization on the electrostatic capacity of a domain.
(B) Suppose we have a purely repulsive potential $\varphi$, and again consider (2.27) for $\Gamma=1$. The case of small
$t$ and a sufficiently smooth potential is easily worked out; (2.27) reduces again to a trivial rearrangement inequality. For large $t$ the calculation is again somewhat more involved. It can be shown ${ }^{10}$
that
$a(\varphi)=\lim _{t \rightarrow 0} \frac{1}{2 \pi t} \int_{-\infty}^{\infty}\left(G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)\right) d \mathbf{r} d \mathbf{r}^{\prime}$
where $a(\varphi)$ is the scattering length for the potential $\varphi$. (In particular this means that the scattering length for a potential of the form (3.1), is just given by the electrostatic capacity of the domain.) Therefore, (2.27) reduces to

$$
\begin{equation*}
a(\varphi) \geqslant a\left([\varphi]_{2}^{*}\right) \tag{3.10}
\end{equation*}
$$

a new isoperimetric inequality.
(C) Now we consider (2.27) for a repulsive potential and $\Gamma(\mathbf{r})=\delta(\mathbf{r})$, so (2.27) becomes

$$
\begin{equation*}
\left.B(\varphi) \geqslant B(\varphi]_{z}^{*}\right) \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
B(\varphi)=\int_{-\infty}^{\infty}\left(G_{t}^{(0)}(0)-G_{t}(\mathbf{r}, \mathbf{r} \mid \varphi)\right) d \mathbf{r} \tag{3.12}
\end{equation*}
$$

This type of object $[B(\varphi)]$ arises naturally in several problems of statistical mechanics. It was first studied by Beth and Uhlenbeck ${ }^{14}$ (in connection with the quantum treatment of the second virial coefficient), who limited themselves to the case where $\varphi(\mathbf{r})$ is a function of $|\mathbf{r}|$ alone. They found that the result could be expressed as a sum of energy integrals over the scattering phase shifts for different angular momenta. The result for a general (i. e., nonspherically symmetric) potential may be written ${ }^{12}$

$$
\begin{equation*}
B=t \int_{0}^{\infty} d \epsilon e^{-\epsilon t} \operatorname{Tr}\left(n_{\epsilon}\right) \tag{3.13}
\end{equation*}
$$

where $\eta_{\epsilon}$ is the phase shift operator of scattering theory (to be defined below) and $\operatorname{Tr}$ is the operation of trace (also to be defined below). Let the scattering operator ${ }^{13}$ (for the potential $\varphi$ ) taken between momentum states $\mathbf{k}$ and $\mathbf{k}^{\prime}$ be denoted by ( $\mathbf{k}|S| \mathbf{k}^{\prime}$ ). The scattering operator conserves energy, i.e., $\left(\mathbf{k}|S| \mathbf{k}^{\prime}\right)$ contains as a factor the energy conserving $\delta$ function $\delta\left(k^{2 / 2}-k^{\prime 2} / 2\right)$. To take explicit advantage of this, let us describe the states $\mathbf{k}, \mathbf{k}^{\prime}$ in spherical coordinates, $k, \theta, \phi$ and $k^{\prime}, \theta^{\prime}, \phi^{\prime}$ and denote $k$ by $\sqrt{2 \epsilon}, k^{\prime}$ by $\sqrt{2 \epsilon^{\prime}}$. Then we may write

$$
\begin{equation*}
\left(\mathbf{k}|S| \mathbf{k}^{\prime}\right)=\frac{\delta\left(\epsilon-\epsilon^{\prime}\right)}{\sqrt{2 \epsilon}}\left(\mu \phi\left|S_{\epsilon}\right| \mu^{\prime} \phi^{\prime}\right) \tag{3.14}
\end{equation*}
$$

where $\mu=\cos \theta, \mu^{\prime}=\cos \theta^{\prime}$. Now the unitary property of S, i.e.,

$$
\begin{equation*}
\int d \mathbf{k}^{\prime \prime}\left(\mathbf{k}|S| \mathbf{k}^{\prime \prime}\right) \overline{\left(\mathbf{k}^{\prime}|S| \mathbf{k}^{\prime \prime}\right)}=\delta\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \tag{3.15}
\end{equation*}
$$

(bar denoting complex conjugate), implies that $S_{\epsilon}$ is unitary in the sense

$$
\begin{align*}
& \int_{-1}^{1} d \mu^{\prime \prime} \int_{0}^{2 \pi} d \phi^{\prime \prime}\left(\mu \phi\left|S_{\epsilon}\right| \mu^{\prime \prime} \phi^{\prime \prime}\right) \overline{\left(\mu^{\prime} \phi^{\prime}\left|S_{\epsilon}\right| \mu^{\prime \prime} \phi^{\prime \prime}\right)} \\
&=\delta\left(\mu-\mu^{\prime}\right) \delta\left(\phi-\phi^{\prime}\right) \tag{3.16}
\end{align*}
$$

Since $S_{\epsilon}$ is unitary, it must have a representation of the form

$$
\begin{equation*}
S_{E}=e^{-2 \pi i \eta_{\epsilon}} \tag{3.17}
\end{equation*}
$$

where $\eta_{\epsilon}$ is an Hermitian operator. $\eta_{\epsilon}$ as defined by (3.17) is the $\eta_{\epsilon}$ of (3.13) and the operation of $\operatorname{Tr}$ is simply

$$
\begin{equation*}
\operatorname{Tr}\left(\eta_{\epsilon}\right) \equiv \int_{-1}^{1} \int_{0}^{2 \pi} d \mu d \phi\left(\mu \phi\left|\eta_{\epsilon}\right| \mu \phi\right) \tag{3.18}
\end{equation*}
$$

since $\eta_{\epsilon}$ is hermitian, $\operatorname{Tr}\left(\eta_{\epsilon}\right)$ is real.
The inequality (3.11) with $\mathrm{B}(\varphi)$ given by (3.13) is a quite general isoperimetric inequality for the trace of the phase shift operator. Nothing new comes from considering the simple cases of very small and very large $t$. That is, they give the same inequalities as Cases A and $B$ in the respective limits.
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# Generalized isoperimetric inequalities. III* 
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The generalized isoperimetric inequalities for rearranged Green's functions, which have previously been discussed for a rearrangement process analogous to Steiner symmetrization, are obtained for a type of rearrangement analogous to circular symmetrization. It is also shown how rearrangements analogous to spherical and Schwarz symmetrization may be defined and considered as limiting cases of previously discussed rearrangements.

## 1. INTRODUCTION

In previous papers ${ }^{1}$ we have found and investigated a class of "rearrangement" inequalities for certain Green's functions (which could be regarded as the Green's functions for a quantum mechanical particle in a potential, or for the diffusion of particles in the presence of absorbers and creators of particles). These were called 'generalized isoperimetric inequalities' because they reduced in very special cases to the type of isoperimetric inequalities long known in mathematics and physics. ${ }^{2}$ These latter inequalities are all of the type which involve the "Steiner symmetrization" of a domain. Now other types of symmetrization procedures which also give rise to isoperimetric inequalities are known. ${ }^{3}$ The question arises as to whether these other symmetrization procedures have analogous generalizations to Green's function inequalities, similar to the ones established in Papers I and II.

In this short note we shall deal in detail with only one important case, the analogue of "circular" symmetrization. ${ }^{4}$ We shall show that this does have a very simple generalization to Green's function inequalities. Just as in the previous work, the results are an almost trivial consequence of another new rearrangement inequality for multiple integrals. This inequality-different from the ones used in I and II-will be used here, but the proof (due to R. Friedberg and myself) will be published elsewhere. (This is partly due to the complexity of the proof, but also because we believe that the inequality may be of some interest in other contexts.)

## 2. NEW GREEN'S FUNCTION INEQUALITIES

We begin our discussion with two-dimensional problems, the type of symmetrization we are discussing not being present in one dimension. The generalization to higher dimensions will be trivial.) Consider a particle with the Hamiltonian operator

$$
\begin{equation*}
H=-\frac{1}{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+\varphi(x, y) . \tag{2.1}
\end{equation*}
$$

The Green's function $G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)$ is defined by

$$
\begin{equation*}
H G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)+\frac{\partial G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)}{\partial t}=0 \quad(t>0) \tag{2.2}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{t \rightarrow 0} G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) . \tag{2.3}
\end{equation*}
$$

$\mathbf{r}$ stands for the vector $(x, y)$ and $\delta(\mathbf{r})$ is the Dirac $\delta$ function in two-dimensional space.
Let us represent $G_{t}$ as a Wiener integral ${ }^{5}$

$$
\begin{align*}
& G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)=\lim _{n \rightarrow \infty} \int d \mathbf{r}_{2} d \mathbf{r}_{3} \ldots d \mathbf{r}_{n} P\left(\mathbf{r}-\mathbf{r}_{2}\right) \\
& \quad \times e^{-\Delta_{n^{\varphi}}\left(\mathbf{r}_{2}\right)^{\prime} P\left(\mathbf{r}_{2}-\mathbf{r}_{3}\right) e^{-\Delta_{n} \varphi\left(\mathbf{r}_{3}\right)} \ldots P\left(\mathbf{r}_{n-1}-\mathbf{r}^{\prime}\right)} \tag{2.4}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{n}=t / n \tag{2.5}
\end{equation*}
$$

and

$$
\begin{equation*}
P(\mathbf{r})=\frac{1}{2 \pi \Delta_{n}} \exp \left(-\frac{x^{2}+y^{2}}{2 \Delta_{n}}\right) \tag{2.6}
\end{equation*}
$$

(The integrals are over the entire space, unless otherwise indicated.)

Now consider the quantity $I(\varphi)$ defined by ( $\alpha, \beta, \Gamma \geqslant 0$ )

$$
\begin{equation*}
I(\varphi)=\int d \mathbf{r} d \mathbf{r}^{\prime} G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right) \alpha(\mathbf{r}) \beta\left(\mathbf{r}^{\prime}\right) \Gamma\left(\mathbf{r}^{\prime}, \mathbf{r}\right) \tag{2.7}
\end{equation*}
$$

Using (2,4) and rearranging the notation slightly, we have

$$
\begin{aligned}
I(\varphi) & =\lim _{n \rightarrow \infty} \int d \mathbf{r}_{1} d \mathbf{r}_{2} \cdots d \mathbf{r}_{n} \alpha\left(\mathbf{r}_{1}\right) P\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) e^{-\Delta_{n} \varphi\left(\mathbf{r}_{2}\right)} \\
& \times P\left(\mathbf{r}_{2}-\mathbf{r}_{3}\right) e^{-\Delta_{n} \varphi\left(\mathbf{r}_{3}\right)} \ldots P\left(\mathbf{r}_{n-1}-\mathbf{r}_{n}\right) \beta\left(\mathbf{r}_{n}\right) \Gamma\left(\mathbf{r}_{n}, \mathbf{r}_{1}\right) .
\end{aligned}
$$

Let us introduce polar coordinates for the $\mathbf{r}_{i}$ inte- ${ }^{\text {(2.8) }}$ grations $d \mathbf{r}_{i}=r_{i} d r_{i} d \phi_{i}\left(-\pi \leqslant \phi_{i} \leqslant \pi\right)$, and do the $\phi_{i}$ integrations first. Note that

$$
\begin{align*}
P\left(\mathbf{r}_{i}\right. & \left.-\mathbf{r}_{i+1}\right) \\
& =\frac{1}{2 \pi \Delta_{n}} \exp \left(-\frac{r_{i}^{2}+r_{i+1}^{2}-2 r_{i} r_{i+1} \cos \left(\phi_{i}-\phi_{i+1}\right)}{2 \Delta_{n}}\right) \tag{2.9}
\end{align*}
$$

is a monotonically nondecreasing function of cos
( $\phi_{i}-\phi_{i+1}$ ). We assume also that as far as the $\phi, \phi$ dependence of $\Gamma\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ goes, it is a monotonically nondecreasing function of $\cos \left(\phi-\phi^{\prime}\right)$. [This is achieved most easily by choosing $\Gamma\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ to be a monotonically nonincreasing function of $\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$.] We now make use of the following rearrangement inequality for multiple integrals. ${ }^{6}$

Let $f_{i}(\phi)(1 \leqslant i \leqslant n)$ be a periodic function of $\phi$ with period $2 \pi$. Let $\left[f_{i}(\phi)\right]^{*}$ be the symmetrically decreasing rearrangement of $f_{i}$ in ( $-\pi, \pi$ ) about the origin $\phi=0$. Finally $h_{i}(a)(-1 \leqslant a \leqslant 1)$ is a monotonically nondecreasing function of $a$. Then

$$
\begin{align*}
& \int_{-\pi}^{\pi} \prod_{i=1}^{n}\left[f_{i}\left(\phi_{i}\right) h_{i}\left(\cos \left(\phi_{i}-\phi_{i+1}\right)\right) d \phi_{i}\right] \\
& \left.\quad \leqslant \int_{-\pi}^{\pi} \prod_{i=1}^{n}\left[\left[f_{i}\left(\phi_{i}\right)\right]^{*} h_{i}\left(\cos \left(\phi_{i}-\phi_{i+1}\right)\right) d \phi_{i}\right]\right] \tag{2.10}
\end{align*}
$$

where $\phi_{n+1} \equiv \phi_{1}$.
Applying (2.10) to the $\phi_{i}$ integrations in (2.8), we obtain at once the inequality

$$
\begin{align*}
& \int d \mathbf{r} d \mathbf{r}^{\prime} G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right) \alpha(\mathbf{r}) \beta\left(\mathbf{r}^{\prime}\right) \Gamma\left(\mathbf{r}^{\prime}, \mathbf{r}\right) \\
& \quad \leqslant \int d \mathbf{r} d \mathbf{r}^{\prime} G_{t}\left(\mathbf{r},\left.\mathbf{r}^{\prime}\right|_{\phi} ^{*}[\varphi]\right)[\alpha(\mathbf{r})]_{\phi}^{*}\left[\beta\left(\mathbf{r}^{\prime}\right)\right]_{\phi}^{*}\left(\mathbf{r}^{\prime}, \mathbf{r}\right), \tag{2.11}
\end{align*}
$$

where ${ }_{\phi}^{*}[\varphi(\mathbf{r})]$ is the symmetrically increasing rearrangement of $\varphi(\mathbf{r})$ (viewed as a function of $\phi$ for
fixed $r)$ in $(-\pi, \pi)$ about the origin $\phi=0,[\alpha(\mathbf{r})]_{\phi}^{*}$ the analogous symmetrically decreasing rearrangement of $\alpha(\mathbf{r})\left\{\right.$ We note in passing that $[\alpha(r, \theta, \phi)]_{\phi}^{*}={ }_{\phi}^{*}[\alpha(r, \theta$, $\pi-\phi)]$.
Similarly, we obtain ${ }^{7}$

$$
\begin{align*}
\int \prod_{k=1}^{m} & {\left[G_{t_{k}}\left(\mathbf{r}_{k}, \mathbf{r}_{k} \mid \varphi\right) \alpha_{k}\left(\mathbf{r}_{k}\right) \beta_{k}\left(\mathbf{r}_{k}^{\prime}\right) \Gamma_{k}\left(\mathbf{r}_{k}^{\prime}, \mathbf{r}_{k}\right) d \mathbf{r}_{k} d \mathbf{r}_{k}^{\prime}\right] } \\
\leqslant & \int \prod_{k=1}^{m}\left[G_{t_{k}}\left(\mathbf{r}_{k},\left.\mathbf{r}_{k}^{\prime}\right|_{\phi} ^{*}[\varphi]\right)\left[\alpha_{k}\left(\mathbf{r}_{k}\right)\right]_{\phi}^{*}\left[\beta_{k}\left(\mathbf{r}_{k}\right)\right]_{\varphi}^{*}\right. \\
& \left.\times \Gamma_{k}\left(\mathbf{r}_{k}^{\prime}, \mathbf{r}_{k}\right) d \mathbf{r}_{k} d \mathbf{r}_{k}^{\prime}\right], \tag{2.12}
\end{align*}
$$

where $\mathbf{r}_{m}=\mathbf{r}_{1}, \alpha_{k}, \beta_{k}, \Gamma_{k}$ are nonnegative, $\Gamma_{k}\left(\mathbf{r}_{k}^{\prime}, \mathbf{r}_{k}\right)$ depends on $\phi_{k}, \phi_{k}^{\prime}$ only through $\cos \left(\phi_{k}-\phi_{k}^{\prime}\right)$ and is a nondecreasing function of $\cos \left(\phi_{k}-\phi_{k}^{\prime}\right)$ for $r_{k}, r_{k}^{\prime}$ held fixed.

Again, various specializations of (2.11) are of particular interest.

## A. $\phi$ approaches infinity at infinity.

Specialization of $\alpha, \beta, \Gamma$ yields

$$
\begin{align*}
& \int d \mathbf{r} d \mathbf{r}^{\prime} G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right) \leqslant \int d \mathbf{r} d \mathbf{r}^{\prime} G_{t}\left(\mathbf{r},\left.\mathbf{r}^{\prime}\right|_{\varphi} ^{*}[\varphi]\right),  \tag{2.13}\\
& \int d \mathbf{r} G_{t}(\mathbf{r}, \mathbf{r} \mid \varphi) \leqslant \int d \mathbf{r} G_{t}\left(\mathbf{r},\left.\mathbf{r}\right|_{\phi} ^{*}[\varphi]\right) . \tag{2.14}
\end{align*}
$$

(2.14) is an inequality for the partition function (Cf. I). For large $t$, it yields the result that the smallest characteristic value of the Hamiltonian of a particle in a potential $\varphi$ is greater than or equal to the smallest characteristic value of a particle in the potential ${ }_{\phi}^{*}[\varphi]$. For when $t$ is small, the limiting result depends on the nature of $\varphi$. For a sufficiently smooth potential (2.14) reduces, after a little manipulation [Cf. I, Eq. (3. 25)ff] to a special case of (2.10) for $n=2$. On the other hand, suppose $\varphi$ is a "domain potential,"i.e.,

$$
\varphi(\mathbf{r})= \begin{cases}0 & \mathbf{r} \text { inside a domain } D  \tag{2.15}\\ \infty & \mathbf{r} \text { outside } D\end{cases}
$$

Then from the definition we have at once that

$$
{ }_{\phi}^{*}[\varphi(\mathbf{r})]= \begin{cases}0 & \mathbf{r} \text { inside } D_{\phi}^{*}  \tag{2.16}\\ \infty & \mathbf{r} \text { outside } D_{\phi}^{*}\end{cases}
$$

where $D_{\phi}^{*}$ is just the circular symmetrization of the domain $D .4^{\phi}$ For small $t$, (2.14) yields in this case the usual result that circular symmetrization does not increase the length of the boundary of $D$. [Large $t$ for the "domain" case yields the result that circular symmetrization does not increase the principal frequency of a membrane, while integration of (2.13) over $t$ gives the result that the torsional rigidity of a domain is not decreased by circular symmetrization.]

## B. $\varphi$ approaches zero at infinity

In this case (as in II) we take $\alpha, \beta$ to be symmetrically decreasing functions of $\phi$ in $(-\pi, \pi)$ around the origin. Then we may write (2.11) as

$$
\begin{aligned}
& \int d \mathbf{r} d \mathbf{r}^{\prime}\left[G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid 0\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right) \alpha(\mathbf{r}) \beta\left(\mathbf{r}^{\prime}\right) \Gamma\left(\mathbf{r}^{\prime}, \mathbf{r}\right)\right. \\
& \quad \geqslant \int d \mathbf{r} d \mathbf{r}^{\prime}\left[G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid 0\right)-G_{t}\left(\mathbf{r},\left.\mathbf{r}^{\prime}\right|_{\phi} ^{*}[\varphi]\right)\right] \alpha(\mathbf{r}) \beta\left(\mathbf{r}^{\prime}\right) \Gamma\left(\mathbf{r}^{\prime}, \mathbf{r}\right),
\end{aligned}
$$

where
$G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid 0\right) \equiv G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=\frac{1}{2 \pi t} \exp \left(-\frac{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}{2 t}\right)$.

Again, two limiting cases are of interest:

$$
\begin{align*}
& \int d \mathbf{r} d \mathbf{r}^{\prime}\left[G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r}, \mathbf{r}^{\prime} \mid \varphi\right)\right] \\
& \quad \geqslant \int d \mathbf{r} d \mathbf{r}^{\prime}\left[G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)-G_{t}\left(\mathbf{r},\left.\mathbf{r}^{\prime}\right|_{\phi} ^{*}[\varphi]\right)\right] \tag{2.19}
\end{align*}
$$

and

$$
\begin{equation*}
\int d \mathbf{r}\left[G_{t}^{(0)}(0)-G_{t}(\mathbf{r}, \mathbf{r} \mid \varphi)\right] \geqslant \int d \mathbf{r}\left[G_{i}^{(0)}(0)-G_{t}\left(\mathbf{r},\left.\mathbf{r}\right|_{\varphi / \rho} ^{*}[\varphi]\right)\right] . \tag{2.20}
\end{equation*}
$$

Before we discuss limiting cases of (2.19) and (2.20), let us consider the generalization of all these formulas to $p+2$ dimensions. Take any two-dimensional planar subspace and call rectangular coordinates on it $x$ and $y$; call the remaining rectangular coordinates ( $x_{1}, x_{2}, \cdots$, $\left.x_{p}\right) \equiv \mathbf{p}$. [A point $\mathbf{r}$ has the coordinates $\left(x, y, x_{1}, x_{2} \ldots\right.$, $\left.x_{p}\right)$.] Now introduce polar coordinates in the $(x, y)$ plane, $x=a \cos \phi, y=a \sin \phi$. The volume element becomes

$$
\begin{equation*}
d \mathbf{r}=a d \mathbf{p} d a d \phi \tag{2.21}
\end{equation*}
$$

and the distance between two points $\mathbf{r}$ and $\mathbf{r}^{\prime}$ is
$\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}=\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}+a^{2}+a^{\prime 2}-2 a a^{\prime} \cos \left(\phi-\phi^{\prime}\right)$.
The entire analysis is identical to the two-dimensional case, except that $P(\mathbf{r})$ is replaced by

$$
\begin{equation*}
P(\mathbf{r})=\frac{1}{\left(2 \pi \Delta_{n}\right)^{(p+2) / 2}} \exp \left(-\frac{r^{2}}{2 \Delta_{n}}\right) \tag{2.23}
\end{equation*}
$$

and $G_{t}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$ by

$$
\begin{equation*}
G_{t}^{(0)}\left(r-r^{\prime}\right)=\frac{1}{(2 \pi t)^{(p+2) / 2}} \exp \left(\frac{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}}{2 t}\right) \tag{2.24}
\end{equation*}
$$

The important point is that because of (2.21) and (2.22) the $\phi$ integrals are of the same form as in the twodimensional case, and (2.10) applies. Therefore, all the inequalities that we had for the two-dimensional case remain valid in an arbitrary number of dimensions (greater than two) if we interpret ${ }_{\phi}^{*}[\varphi]$ as the symmetrically increasing rearrangement of $\varphi$ viewed as a function of $\phi, \mathrm{p}$ and a being held fixed.

Just as in II, the most immediately interesting consequences of (2.19) and (2.20) come from the large $t$ limit. If we call the scattering length for a particle in the potential $\varphi$ (with no bound states) $a(\varphi)$, then (2.19) reduces to (Cf. II, Eq. (3. 9)]

$$
\begin{equation*}
a(\varphi) \geqslant a\left(_{\phi}^{*}[\varphi]\right) . \tag{2.25}
\end{equation*}
$$

if $\varphi$ becomes a domain potential of the form

$$
\varphi(\mathbf{r})= \begin{cases}\infty & \mathbf{r} \text { belongs to a domain } D  \tag{2.26}\\ 0 & \mathbf{r} \text { not in } D\end{cases}
$$

then one sees immediately that

$$
{ }_{\varphi}^{*}[\varphi(\mathbf{r})]= \begin{cases}\infty & \mathbf{r} \text { belongs to } D_{\varphi}^{*}  \tag{2.27}\\ 0 & \mathbf{r} \text { not in } D_{\phi}^{*}\end{cases}
$$

where $D_{\varphi}^{*}$ is again the circular symmetrization of the domain $D$. In this case, as in II, the scattering length becomes the electrostatic capacity $C(D)$ of the domain $D$ (in three dimensions) and we obtain the result

$$
\begin{equation*}
C(D) \geqslant C\left(D_{\phi}^{*}\right) \tag{2.28}
\end{equation*}
$$

So far we have only considered the process of circular symmetrization for one fixed coordinate system. We can now continue the process (in more than two dimensions) by considering symmetrization with respect to a new coordinate system related to the old by an orthogonal transformation of coordinate axes. Suppose we continue this process by symmetrizing with respect to "all possible" rotated sets of coordinate axes. We shall assume that for a reasonable potential this process converges to a unique limit. Consider the three-dimensional case (for simplicity only). Then $\varphi(\mathbf{r})=\varphi(r, \theta, \phi)$, $a(\mathbf{r})=\alpha(r, \theta, \phi)$, etc., are rearranged by the process only on the variables $\theta, \phi$. We would expect on intuitive grounds (though we have not proved it) that just as repeated Steiner symmetrization with respect to different axes of a function of $x$ and $y$ leads to a function of $x^{2}+y^{2}$ alone, that this process would lead to a dependence on $\theta$ alone. Define ${ }_{\theta}^{*}[\varphi]$ to be the (unique) rearrangement of $\varphi(r, \theta, \phi)$ ( $r$ held fixed) which is a symmetrically increasing function of $\theta$ alone, and define $[\alpha]_{\theta}^{*}$ to be the (unique) rearrangement of $\alpha(r, \theta, \phi)(r$ held fixed) which is a symmetrically decreasing function of $\theta$ alone. That is,

$$
\begin{align*}
& \int_{0}^{\pi} \int_{0}^{2 \pi} \Theta(\alpha(r, \theta, \phi)-g) \sin \theta d \theta d \phi \\
&=\int_{0}^{\pi} \int_{0}^{2 \pi} \Theta\left([\alpha(r, \theta)]_{\theta}^{*}-g\right) \sin \theta d \theta d \phi \tag{2.29}
\end{align*}
$$

and

$$
\begin{align*}
\int_{0}^{\pi} \int_{0}^{2 \pi} \Theta(g & -\varphi(r, \theta, \phi)) \sin \theta d \theta d \phi \\
& =\int_{0}^{\pi} \int_{0}^{2 \pi} \Theta\left(g-\theta^{*}[\varphi(r, \theta)]\right) \sin \theta d \theta d \phi \tag{2.30}
\end{align*}
$$

where $g$ is a real number and $\Theta$ is the step-function

$$
\Theta(g)=\left\{\begin{array}{l}
1 g \geqslant 0  \tag{2.31}\\
0 g<0
\end{array} .\right.
$$

\{We mention in passing that

$$
\left.{ }_{\theta}^{*}[\alpha(r, \theta)]=[\alpha(r, \pi-0)]_{\theta}^{*} .\right\}
$$

From what has been said above, it is clear that we would then expect results like (2.11) to still be valid if the symmetrization processes ${ }_{\phi}^{*}[\varphi],[\alpha]_{\phi}^{*}$, etc., be replaced by ${ }_{\theta}^{*}[\varphi],[\alpha]_{\theta}^{*}$, etc. On the other hand, if $\varphi$ is a
domain potential such as is given by (2.15), we see at once that

$$
{ }_{\theta}^{*}[\varphi(r)]= \begin{cases}0 & \mathbf{r} \text { inside } D_{\theta}^{*}  \tag{2.32}\\ \infty & \mathbf{r} \text { outside } D_{\theta}^{*}\end{cases}
$$

where $D_{\theta}^{*}$ is the "spherical" symmetrization ${ }^{8}$ of the domain $D$. Thus, in the nonrigorous sense of this discussion we have shown that spherical symmetrization has an analog for Green's function rearrangement inequalities.

Finally, we mention that in the same spirit as the above discussion another important symmetrization procedure, namely "Schwarz" symmetrization, ${ }^{9}$ may be considered as a limiting case of the Steiner type of symmetrization used in I and II. That is, if we consider the symmetrization process of $\mathrm{I}_{x}^{*}[\varphi(x, y, z)]$ repeated with respect to "all possible" coordinate systems rotated from the original one around the $z$ axis by different amounts, we would expect ultimately to end up with a rearranged function which only depends on $p=\left(x^{2}+y^{2}\right)^{1 / 2}$ Call this ${ }_{p}^{*}[\varphi(p, z)]$. Again, when $\varphi$ is specialized to a domain potential like (2.15), we find that ${ }_{p}^{*}[\varphi]$ is reduced to the domain potential of a domain $D_{p}^{*}$ which is just the Schwarz symmetrization of $D$.
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Biedenharn's lemma is used to compute the outer multiplicities of the irreducible components of the tensor product of two irreducible representations of a complex simple Lie algebra $L$ with highest weights $\lambda$ and $\lambda^{\prime}$. The lemma is applicable if for all weights $\mu$ of $\lambda$, we have that $\lambda^{\prime}+\mu$ is a dominant integral form. This paper deduces a condition written in terms of the root system of $L$ and the coordinates of $\lambda$ and $\lambda^{\prime}$ which is equivalent to $\lambda^{\prime}+\mu$ being a dominant integral form for all weights $\mu$ of $\lambda$.

## 1. INTRODUCTION

One tool which is available to compute the outer multiplicities of the tensor product of two irreducible representations of a complex simple Lie algebra is the Biedenharn lemma. ${ }^{1}$ When this lemma is applicable, it says the outer multiplicities are equal to the respective inner multiplicities. To state the lemma precisely we introduce the following notation. Let $L$ be a complex simple Lie algebra, and let $\rho$ and $\rho$ be irreducible representations of $L$ with highest weights $\lambda$ and $\lambda^{\prime}$, respectively.

Definition: The highest weight $\lambda^{\prime}$ dominates $\lambda$ (written $\lambda^{\prime} \gg \lambda$ ) if for all weights $\mu \in \Lambda(\lambda)$, the weight system of $\lambda, \lambda^{\prime}+\mu$ is a dominant integral form.

Lemma (Biedenharn): If $\lambda^{\prime} \gg \lambda$, then the outer multiplicity of the representation with highest weight $\lambda^{\prime}+\mu$, $m \lambda_{\lambda^{\prime}+\mu}^{\prime+\mu}=n_{\mu}^{\lambda}$ where $\mu$ is a weight of $\rho$ and $n \lambda$ is the inner multipliticity of $\mu$ in $\rho$. Furthermore, any irreducible component of $\rho^{\prime} \otimes \rho$ has a highest weight of the form $\lambda^{\prime}+\mu$.

In this paper we develop an equivalent condition to $\lambda^{\prime} \gg \lambda$ which is computationally oriented. This result extends those given by Mac Farlane, O. Raifeartaigh, and Rao. ${ }^{2}$ Furthermore, our method shows the underlying reasons for their results and does not necessitate case-by-case checking.

For a more thorough discussion of representation theory and facts from Lie algebras, the reader is referred to one of the recent standard books. ${ }^{3}$ The conventions and notations which we use are given below:
$\alpha_{1}, \ldots, \alpha_{l}$ are the simple roots of the Lie algebra,
(,) denotes the inner product induced by the Killing form,
$S_{\beta} \quad$ denotes the Weyl reflection defined by the root $\beta$,
$\lambda_{1} \ldots, \lambda_{l}$ are the fundamental weights,
$\Lambda(\lambda) \quad$ denotes the weight system of a representation with highest weight $\lambda$,
$\mu=\sum_{i=1}^{l} m_{i} \lambda_{i}$ is a dominant integral form if for each $i, m_{i}$

## 2. FACTS ABOUT ROOTS AND WEIGHTS

For $j=1, \ldots, l$ let $\gamma_{j}$ be the highest root of $L$ such that $\left(\gamma_{j}, \gamma_{j}\right)=\left(\alpha_{j}, \alpha_{j}\right)$ and write

$$
\gamma_{j}=\sum_{i=1}^{l} c_{i}^{(j)} \alpha_{i} .
$$

The $c_{i}^{(j)}, 1 \leq j \leq l$, are positive integers.
Lemma 1: For each $j, 1 \leq j \leq l$, and for every
positive root $\beta$, we have $\left(\beta, \gamma_{j}\right) \geq 0$.
Proof: Since each element of the Weyl group preserves the inner product, we have ( $S_{\mathrm{g}} \gamma_{j}, S_{\mathrm{g}} \gamma_{j}$ ) = $\left(\gamma_{j}, \gamma_{j}\right)$. Also $S_{B} \gamma_{j}$ is a root so that

$$
S_{\beta}\left(\gamma_{j}\right)=\gamma_{j}-\frac{2\left(\beta, \gamma_{j}\right)}{(\beta, \beta)} \beta \leq \gamma_{j}
$$

by the maximality of $\gamma_{j}$.
Consequently, $\left(\beta, \gamma_{j}\right) \geq 0$.
Lemma 2: For any $j, 1 \leq j \leq l$ and for any highest weight $\lambda$ we have $\left(\gamma_{j}, \mu\right) \leq\left(\gamma_{j}, \lambda\right)$ for each $\mu \in \Lambda(\lambda)$.

Proof: We may write $\mu=\lambda-\sum_{\beta>0} c_{\beta} \beta$, where $c_{\beta}$ is a nonnegative integer and $\beta$ is a positive root. ${ }^{4}$ Hence $\left(\gamma_{j}, \mu\right)=\left(\gamma_{j}, \lambda\right)-\sum_{\beta>0} c_{\beta}\left(\gamma_{j}, \beta\right)$ and the result follows by using Lemma 1.

Lemma 3: Let $\mu=\sum_{i=1} p_{i} \lambda_{i}$. For any $j$, $1 \leq j \leq l$, we have
$\frac{2\left(\gamma_{j}, \mu\right)}{\left(\gamma_{j}, \gamma_{j}\right)}=\sum_{i=1}^{l} c_{i}^{(j)} p_{i} \frac{\left(\alpha_{i}, \alpha_{i}\right)}{\left(\gamma_{j}, \gamma_{j}\right)}$.
Proof: By definition, $2\left(\alpha_{i}, \lambda_{k}\right) /\left(\alpha_{i}, \alpha_{i}\right)=\delta_{i k}$, the Kroneker delta.

## Consequently,

$$
\begin{aligned}
& \frac{2\left(\gamma_{j}, \mu\right)}{\left(\gamma_{j}, \gamma_{j}\right)}=\sum_{i, k=1}^{l} c_{i}^{(j)} p_{i} \frac{2\left(\alpha_{i}, \lambda_{k}\right)}{\left(\alpha_{i}, \alpha_{i}\right)} \frac{\left(\alpha_{i}, \alpha_{i}\right)}{\left(\gamma_{j}, \gamma_{j}\right)} \\
&=\sum_{i=1}^{l} c_{i}^{(j)} p_{i} \frac{\left(\alpha_{i}, \alpha_{i}\right)}{\left(\gamma_{j}, \gamma_{j}\right)} .
\end{aligned}
$$

## 3. THE EQUIVALENT CONDITION

Let

$$
\lambda=\sum_{j=1}^{l} m_{j} \lambda_{j} \quad \text { and } \quad \lambda^{\prime}=\sum_{j=1}^{l} m_{j}^{\prime} \lambda_{j} .
$$

Theorem: $\lambda^{\prime} \gg \lambda$ if and only if for each $j$,

$$
m_{j}^{\prime} \geq \frac{2\left(\gamma_{j}, \lambda\right)}{\left(\gamma_{j}, \gamma_{j}\right)}=\sum_{i=1}^{l} c_{i}^{(j \lambda} m_{i} \frac{\left(\alpha_{i}, \alpha_{i}\right)}{\left(\gamma_{j}, \gamma_{j}\right)}
$$

The computational condition for each type of complex simple Lie algebra is summarized in Table I.

Proof of theorem: Let $\mu \in \Lambda(\lambda)$ and write $\mu=$ $\sum_{j=1}^{l} p_{j} \lambda_{j}$.

We must show that for all $\mu \in \Lambda(\lambda)$, for all $j$,
$1 \leq j \leq l$ we have $m_{j}^{\prime}+p_{j} \geq 0$ or equivalently $m_{j}^{\prime} \geq-p_{j}$.

TABLE I. Equivalent condition in computational form.

| Type | Compact form | Dynkin diagram | $\gamma_{j}$ | Condition |
| :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | $S U(l+1)$ | - ${ }_{1}$ | $\alpha_{1}+\cdots+\alpha_{l}$ | $m_{j}^{\prime} \geq m_{1}+\cdots+m_{t}$ |
| $B_{1}$ | $S O(2 l+1)$ | $\mathrm{O}_{1}-0 \cdots \cdots{ }_{2} \ldots$ | $\begin{aligned} & \alpha_{1}+2\left(\alpha_{2}+\cdots+\alpha_{l}\right), j=1, \ldots, l-1 \\ & \alpha_{1}+\cdots+\alpha_{l}, j=l \end{aligned}$ | $\begin{aligned} & m_{j}^{\prime} \geq m_{1}+2\left(m_{2}+\cdots+m_{l-1}\right)+m_{l} \\ & m_{j}^{\prime} \geq 2\left(m_{1}+\cdots+m_{l-1}\right)+m_{l} \end{aligned}$ |
| $C_{1}$ | $s p(2 l)$ | $\underset{1}{0-0} \cdots \cdots{ }_{2}$ | $\begin{aligned} & a_{1}+2\left(\alpha_{2}+\cdots+\alpha_{l-1}\right)+a_{l}, j=1, \ldots, l-1 \\ & 2\left(\alpha_{1}+\cdots+\alpha_{l-1}\right)+\alpha_{l}, j=l \end{aligned}$ | $\begin{aligned} & m_{j}^{\prime} \geq m_{1}+2\left(m_{2}+\cdots m_{i}\right) \\ & m_{j}^{\prime} \geq m_{1}+\cdots+m_{t} \end{aligned}$ |
| $D_{1}$ | $S O(2 l)$ |  | $\alpha_{1}+2\left(\alpha_{2}+\cdots+\alpha_{l-2}\right)+\alpha_{l-1}+\alpha_{l}$ | $m_{j}^{\prime} \geq m_{1}+2\left(m_{2}+\cdots+m_{l-2}\right)+m_{l-1}+m_{l}$ |
| $E_{1}$ |  |  | $\begin{aligned} & l=6, \alpha_{1}+2 \alpha_{3}+3 \alpha_{3}+2 \alpha_{4}+\alpha_{5}+2 \alpha_{6} \\ & l=7,2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+3 \alpha_{4}+2 \alpha_{5}+\alpha_{6}+2 \alpha_{7} \\ & l=8,2 \alpha_{1}+4 \alpha_{2}+6 \alpha_{3}+5 \alpha_{4}+4 \alpha_{5}+3 \alpha_{6}+2 \alpha_{7}+3 \alpha_{8} \end{aligned}$ | $\begin{aligned} & l=6, m_{j}^{\prime} \geq m_{1}+2 m_{2}+3 m_{3}+2 m_{4}+m_{5}+2 m_{6} \\ & l=7, m_{j}^{\prime} \geq 2 m_{1}+3 m_{2}+4 m_{3}+3 m_{4}+2 m_{5}+m_{6}+2 m_{7} \\ & l=8, m_{j}^{\prime} \geq 2 m_{1}+4 m_{2}+6 m_{3}+5 m_{4}+4 m_{5}+3 m_{6}+2 m_{7} \\ & +3 m_{8} \end{aligned}$ |
| $F_{4}$ |  |  | $\begin{aligned} & 2 \alpha_{1}+3 \alpha_{2}+4 \alpha_{3}+2 \alpha_{4}, j=1,2 \\ & \alpha_{1}+2 \alpha_{2}+3 \alpha_{3}+2 \alpha_{1}, j=3,4 \end{aligned}$ | $\begin{aligned} & m_{j}^{\prime} \geq 2 m_{1}+3 m_{2}+2 m_{3}+m_{4} \\ & m_{j}^{\prime} \geq 2 m_{1}+4 m_{2}+3 m_{3}+2 m_{4} \\ & \hline \end{aligned}$ |
| $G_{2}$ |  | $\stackrel{0 \rightarrow 0}{ }$ | $\begin{aligned} & 2 \alpha_{1}+3 \alpha_{2}, j=1 \\ & \alpha_{1}+2 \alpha_{2}, j=2 \end{aligned}$ | $\begin{aligned} & m_{1}^{\prime} \geq 2 m_{1}+m_{2} \\ & m_{2}^{\prime} \geq 3 m_{1}+2 m_{2} \end{aligned}$ |

Now $p_{j}=2\left(\alpha_{j}, \mu\right) /\left(\alpha_{j}, \alpha_{j}\right)$. Also $\Lambda(\lambda)$ is invariant under the action of the Weyl group. Furthermore, since $\left(\gamma_{j}, \gamma_{i}\right)=\left(\alpha_{i}, \alpha_{i}\right)$, there is an element of the Weyl group, $w$, such that $w\left(-\alpha_{j}\right)=\gamma_{j}$.

Using these facts we may write for each $j$

$$
\begin{aligned}
\left\{-p_{j} \mid \mu \in \Lambda(\lambda)\right\} & =\left\{\left.\frac{2\left(-\alpha_{j}, \mu\right)}{\left(\alpha_{j}, \alpha_{j}\right)} \right\rvert\, \mu \in \Lambda(\lambda)\right\} \\
& =\left\{\left.\frac{2\left(\gamma_{j}, \mu\right)}{\left(\gamma_{j}, \gamma_{j}\right)} \right\rvert\, \mu \in \Lambda(\lambda)\right\}
\end{aligned}
$$

Finally, for each $j, m_{j}^{\prime} \geq-p_{j}$ for all $\mu \in \Lambda(\lambda)$ is equivalent to

$$
m_{j}^{\prime} \geq \max _{\mu \in \Lambda(\lambda)}\left\{-p_{j}\right\}=\max _{\mu \in \Lambda(\lambda)}\left\{\frac{2\left(\gamma_{j}, \mu\right)}{\left(\gamma_{j}, \gamma_{j}\right)}\right\}=\frac{2\left(\gamma_{j}, \lambda\right)}{\left(\gamma_{j}, \gamma_{j}\right)}
$$

The last equality was found by using Lemma 2.
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# On perturbations of a Kerr black hole* 

Robert M. Wald<br>Department of Physics and Astronomy, University of Maryland, College Park, Maryland 20742<br>(Received 5 April 1973)<br>Gravitational perturbations of a Kerr black hole are analyzed using the Newman-Penrose formalism. Teukolsky has obtained decoupled wave equations for the perturbed Weyl tensor components $\psi_{0}$ and $\psi_{4}$. In this paper we prove that for well-behaved perturbations $\psi_{0}$ and $\psi_{4}$ uniquely determine each other, i.e., $\psi_{0}=0$ if and only if $\psi_{4}=0$. Then we solve the Kerr perturbation equations with $\psi_{0}=\psi_{4}=0$ and show that the only well-behaved solutions are the trivial perturbations to other Kerr solutions via an infinitesmal change in the mass and angular momentum parameters. These results prove that either of the quantities $\psi_{0}$ or $\psi_{4}$ alone uniquely specifies the nontrivial part of a gravitational perturbation of a Kerr black hole. Consequences of this result are discussed.

## 1. INTRODUCTION

It is well established that sufficiently massive stars cannot support themselves after they have exhausted their thermonuclear fuel and must undergo catastrophic gravitational collapse. From the dynamical analysis of Price ${ }^{1}$ and others and from the black hole uniqueness theorems of Israel, ${ }^{2}$ Carter, ${ }^{3}$ and Hawking ${ }^{4}$ (see also Wald ${ }^{5}$ ), there is now considerable theoretical evidence that-at least for small deviations from spherical symmetry and very likely in all cases-when complete gravitational collapse does occur, the final state will be a Kerr black hole. Thus, there has been a great deal of interest in the properties of Kerr black holes and the astrophysical effects they might produce.

Although important upper limits on energy extraction from black holes have been derived by Hawking ${ }^{6}$ using the exact field equations, one must resort to perturbation theory to obtain the detailed and quantitative answers to the questions of black hole astrophysics. For a nonrotating, Schwarzschild black hole, the standard metric perturbation approach has proved very successful. ${ }^{7}$ However, for a rotating, Kerr black hole-where energy extraction mechanisms ${ }^{8}$ and other interesting phenomena become possible-the metric perturbation approach yields a complicated system of coupled partial differential equations. As yet no significant progress has been made with these equations except in the stationary, axisymmetric case where the uniqueness of well-behaved gravitational ${ }^{3}$ and electromagnetic ${ }^{9}$ perturbations has been proven. A variational principle approach, which may prove useful for a number of problems, has been developed by Chandrasekhar and Friedman. 10 However, this approach applies only to stationary or to axisymmetric perturbations.

On the other hand, the Newman-Penrose ${ }^{11}$ (NP) formalism has been extremely successful for treating perturbations of a rotating black hole. One reason why this is so (although perhaps not the only reason) can be understood as follows: One of the keys to a successful perturbation analysis is to choose to work with variables such that as many quantities vanish in zeroth order as is possible. When this is done, the perturbation equations, in general, will simplify and will be more likely to decouple. In addition, the perturbation quantities will be more likely to be gauge invariant (and hence more physically meaningful). The NP formalism satisfies this criterion beautifully for the Kerr metric in that of the five basic quantities describing the gravitational field (namely, the components $\psi_{0}, \psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}$ of the Weyl tensor with respect to an appropriately chosen complex null tetrad) only one of them ( $\psi_{2}$ ) is nonvanishing.

Using the NP formalism, Teukolsky ${ }^{12}$ has obtained decoupled partial differential equations for the quantities
$\dot{\psi}_{0}$ and $\dot{\psi}_{4}$. (Here and throughout this paper, dots denote perturbation quantities.) Furthermore, Teukolsky has shown that these equations can be solved by separation of variables. Thus, the problem of obtaining the perturbation quantities $\dot{\psi}_{0}$ or $\dot{\psi}_{4}$ reduces to the very managable task of solving ordinary differential equations. Since the energy and angular momentum radiated to infinity by gravitational waves can be calculated immediately from $\psi_{4}$ alone, a large number of important astrophysical problems can already be solved.

However, one important question which remains is whether the complete gravitational perturbation can be recovered (at least in principle) once one has solved for $\dot{\psi}_{0}$ or $\psi_{4}$. This question is of particular importance for the stability analysis of a Kerr black hole since, although one can analyze the modes of $\dot{\psi}_{0}$ or $\psi_{4}$, one must determine if there are any unstable modes which do not excite $\dot{\psi}_{0}$ or $\dot{\psi}_{4}$.

Since a gravitational perturbation of Kerr should have two degrees of freedom and since the complex quantity $\dot{\psi}_{4}$ contains the full information on the two polarizations of outgoing radiation, one might expect that $\dot{\psi}_{4}$ (or $\dot{\psi}_{0}$ ) alone should completely specify a gravitational perturbation. However, there are two perturbations about which neither $\dot{\psi}_{0}$ nor $\dot{\psi}_{4}$ can contain any information. These are the trivial perturbations obtained by making infinitesimal variations $\dot{m}, \dot{a}$ of the mass and angular momentum parameters of the Kerr solution. (It is easy to show that $\psi_{0}=\psi_{4}=0$ for these perturbations.) Nevertheless, the following result in the electromagnetic case encourages one to conjecture that either one of $\psi_{0}$ or $\psi_{4}$ may uniquely determine the complete gravitational perturbation of a Kerr black hole up to the trivial Kerr perturbations: As Teukolsky ${ }^{12}$ has pointed out, using the NP form of Maxwell's equations ${ }^{13}$ it is not difficult to show that either of the quantities $\phi_{0}$ and $\phi_{2}$-which are analogous, respectively, to $\dot{\psi}_{0}$ and $\dot{\psi}_{4}$-uniquely determines an electromagnetic perturbation of Kerr up to the perturbation which corresponds to adding charge (or magnetic monopole moment) to the black hole.

In this paper we prove that either of the quantities $\dot{\psi}_{0}$ or $\dot{\psi}_{4}$ does indeed uniquely specify a well-behaved gravitational perturbation of a Kerr black hole up to the trivial $\dot{m}, \dot{a}$ perturbations. By "well-behaved" we mean that at some initial "time" (i.e., on an initial spacelike hypersurface which intersects the future event horizon) the perturbation (1) vanishes sufficiently rapidly at infinity, (2) has no angular singularities, and (3) is regular on the future event horizon. Specifically, property (3) requires that $\Delta^{2} \dot{\psi}_{0}$ and $\Delta^{-2} \dot{\psi}_{4}$ (where $\Delta=r^{2}-$ $2 m r+a^{2}$ ) be regular functions of coordinates which cover the Kerr horizon in a nonsingular fashion; in particular, we require that these functions (and their deri-
vatives) remain bounded as one approaches the future horizon. (The quantities $\Delta^{2} \dot{\psi}_{0}$ and $\Delta^{-2} \dot{\psi}_{4}$ are gauge invariant components of the perturbed Weyl tensor with respect to a tetrad which is nonsingular on the future horizon of Kerr.)

By taking the difference of two solutions with the same $\dot{\psi}_{0}$ (or $\dot{\psi}_{4}$ ), it is easily seen that the statement that $\dot{\psi}_{0}$ (or $\psi_{4}$ ) uniquely specifies a perturbation is equivalent to showing that there are no nontrivial, well-behaved perturbations of Kerr with $\psi_{0}=0$ or $\psi_{4}=0$. The first step of the proof of this result consists of showing that $\psi_{0}$ and $\dot{\psi}_{4}$ uniquely determine each other, i.e., $\dot{\psi}_{0}=0$ implies $\psi_{4}=0$ and vice versa. We prove this by solving the NP equations for the radial dependence of $\dot{\psi}_{4}$ when $\dot{\psi}_{0}=0$ and showing that there are no well-behaved solutions compatible both with this radial dependence and with Teukolsky's equation. ${ }^{12}$ (The converse result that $\dot{\psi}_{4}=0$ implies $\dot{\psi}_{0}=0$ then follows immediately by interchanging the tetrad vectors $l^{\mu}$ and $n^{\mu}$.) An independent proof that $\psi_{0}$ and $\psi_{4}$ uniquely determine each other has been obtained by Press and Teukolsky. ${ }^{14}$

The problem of determining the radial dependence of $\dot{\psi}_{4}$ when $\dot{\psi}_{0}=0$ is mathematically very closely related to the problem of determining the radial dependence of the NP variables for type II algebraically special exact solutions. (A Kerr perturbation with $\psi_{0}=0$ is, in effect, an algebraically special perturbation.) This problem is of interest in itself since it is the first step toward the explicit determination of all type II exact solutions. Since in any case we need to carry through the analysis for its applications to Kerr perturbations, in Sec. 2 we derive the radial dependence of all the NP variables for type II exact solutions. The derivation relies heavily on the methods and results of Kinnersley's ${ }^{15}$ analysis of type $D$ exact solutions.

In Sec. 3 we discuss the general question of transcribing results on exact solutions into results on perturbations. In Sec. 4 we use the results of Sec. 2 to show that for well-behaved Kerr perturbations we have $\dot{\psi}_{0}=0$ if and only if $\dot{\psi}_{4}=0$. The Kerr perturbation equations with $\dot{\psi}_{0}=\dot{\psi}_{4}=0$ are then explicitly solved in Sec. 5 by paralleling Kinnersley's ${ }^{15}$ analysis of type $D$ exact solutions. (A Kerr perturbation with $\dot{\psi}_{0}=\psi_{4}=0$ is, in effect, a type D perturbation.) It is found that after all tetrad and coordinate freedom is used up, there are precisely four linearly independent solutions of the perturbation equations when $\dot{\psi}_{0}=\dot{\psi}_{4}=0$. Two are the trivial $\dot{m}, \dot{a}$ Kerr perturbations, one is a perturbation toward the Kerr-NUT solution, ${ }^{16}$ and the last is a perturbation toward Kinnersley's "rotating $C$ metric." ${ }^{15}$ These last two perturbations are physically unacceptable,i.e., they would be excluded by the boundary conditions one would impose in any physical problem. Thus, the analysis of Secs. 4 and 5 yields the result that either of the quantities $\dot{\psi}_{0}$ or $\dot{\psi}_{4}$ fully specifies the nontrivial part of a Kerr perturbation. Some consequences of this result are discussed in Sec. 6.

## 2. RADIAL DEPENDENCE OF TYPE II SOLUTIONS

In this section we shall derive the radial dependence of all type II algebraically special solutions using the Newman-Penrose (NP) formalism. The results of this analysis will be applied to Kerr perturbations in Sec. 4. Using a different tetrad choice, Talbot ${ }^{17}$ has independently derived the radial dependence of the NP variables for algebraically special solutions. Hence, the results of this section could also be obtained from Talbot's results by making a null rotation of his tetrad. However, for completeness and because in Secs. 4 and 5 we will
need the definitions of the quantities introduced here, we give the full derivation of the radial dependence of the NP variables below.

For the benefit of the reader who is totally unfamiliar with the NP approach, we make the following brief remarks, referring the reader to the original NP paper ${ }^{11}$ for a more adequate discussion (including the spinor motivation of the approach). In the NP formalism, one chooses a tetrad at each point in the space-time consisting of two real null vectors, $l^{\mu}$ and $n^{\mu}$, a complex linear combination of spacelike vectors, $m^{\mu}$, and its complex conjugate $\bar{m}^{\mu}$. The tetrad vectors are chosen so that $l_{\mu} n^{\mu}=-m_{\mu} \bar{m}^{\mu}=1$ (where the metric signature is +-- ) and all other dot products of the tetrad vectors vanish. The spin coefficients are defined in terms of the components with respect to the tetrad of the covariant derivatives of the tetrad vectors. Rather than work with the components of the metric tensor as the basic variables, in the NP approach one chooses to work with the spin coefficients and the tetrad components of the Weyl and Ricci tensors. In the Appendix, we give the precise definitions of the spin coefficients and Weyl tensor components which are used in the NP formalism and we describe the allowed tetrad transformations which preserve the above orthogonality relations.

At each point in a space-time there are four principal null directions of the Weyl tensor (solutions of $l_{[\mu} C_{\alpha] \beta \gamma[\delta} l_{\nu]} l^{\beta} l \gamma=0$ ). If two or more of these principal null directions coincide everywhere, the space-time is called algebraically special. If precisely two principal null directions coincide everywhere, the space-time is said to be of type II. If we choose the tetrad vector $l \mu$ to point along the direction of the double principal null vector of a type II space-time, the Weyl tensor components $\psi_{0}$ and $\psi_{1}$ vanish. By the Goldberg-Sachs theorem ${ }^{11}$ we also obtain $\kappa=\sigma=0$. Under a null rotation of the tetrad with $l^{\mu}$ fixed, (see Appendix) $\psi_{3}$ transforms as

$$
\begin{equation*}
\psi_{3} \rightarrow \psi_{3}+3 \bar{a} \psi_{2}+3 \bar{a}^{2} \psi_{1}+\bar{a}^{3} \psi_{0} \tag{2,1}
\end{equation*}
$$

Since $\psi_{2} \neq 0$ or the space-time would be more special than type II, we can perform a null rotation with $l^{\mu}$ fixed to set $\psi_{3}=0$. In addition, we can make $\epsilon=0$ by a tetrad rotation, and we can choose the coordinate $x^{2}=r$ so that $l^{\mu}=\partial / \partial r$. Then, the NP tetrad takes the form,

$$
\begin{align*}
& l^{\mu}=(0,1,0,0)  \tag{2,2}\\
& n^{\mu}=\left(X^{1}, U, X^{3}, X^{4}\right)  \tag{2.3}\\
& m^{\mu}=\left(\xi^{1}, \omega, \xi^{3}, \xi^{4}\right) \tag{2.4}
\end{align*}
$$

Since $\kappa=\sigma=\epsilon=0$, the NP commutation relations for the derivative operators $D \equiv l^{\mu} \partial / \partial x^{\mu}=\partial / \partial r, \Delta \equiv n^{\mu} \partial / \partial x^{\mu}$, $\delta \equiv m^{\mu} \partial / \partial x^{\mu}$, and $\bar{\delta} \equiv \bar{m}^{\mu} \partial / \partial x^{\mu}$ become
$\Delta D-D \Delta=(\gamma+\bar{\gamma}) D-(\tau+\bar{\pi}) \bar{\delta}-(\bar{\tau}+\pi) \delta$,
$\delta D-D \delta=(\bar{\alpha}+\beta-\bar{\pi}) D-\bar{\rho} \delta$,
$\delta \Delta-\Delta \delta=-\bar{\nu} D+(\tau-\bar{\alpha}-\beta) \Delta+\bar{\lambda} \bar{\delta}+(\mu-\gamma+\bar{\gamma}) \delta$,
$\bar{\delta} \delta-\delta \bar{\delta}=(\bar{\mu}-\mu) D+(\bar{\rho}-\rho) \Delta-(\bar{\alpha}-\beta) \bar{\delta}-(\bar{\beta}-\alpha) \delta$.
In terms of the tetrad components, these relations yield
$D U=(\bar{\tau}+\pi) \omega+(\tau+\bar{\pi}) \bar{\omega}-(\gamma+\bar{\gamma})$,

$$
\begin{align*}
& D X^{i}=(\bar{\tau}+\pi) \xi^{i}+(\tau+\bar{\pi}) \bar{\xi}^{i}, \\
& D \omega=\bar{\rho} \omega+(\bar{\pi}-\bar{\alpha}-\beta), \\
& D \xi^{i}=\bar{\rho} \xi^{i}, \\
& \delta U-\Delta \omega=-\bar{\nu}+(\tau-\bar{\alpha}-\beta) U+\bar{\lambda} \bar{\omega}+(\mu-\gamma+\bar{\gamma}) \omega,  \tag{2.13}\\
& \delta X^{i}-\Delta \xi^{i}=(\tau-\bar{\alpha}-\beta) X^{i}+\bar{\lambda} \xi^{i}+(\mu-\gamma+\bar{\gamma}) \xi^{i},  \tag{2.14}\\
& \bar{\delta} \omega-\delta \bar{\omega}=(\bar{\mu}-\mu)+(\bar{\rho}-\rho) U-(\bar{\alpha}-\beta) \bar{\omega}-(\bar{\beta}-\alpha) \omega,  \tag{2.15}\\
& \bar{\delta} \xi^{i}-\delta \bar{\xi}^{i}=(\bar{\rho}-\rho) X^{i}-(\bar{\alpha}-\beta) \xi^{i}-(\bar{\beta}-\alpha) \xi^{i} . \tag{2.16}
\end{align*}
$$

The vacuum NP equations give
$\begin{array}{lr}D \rho=\rho^{2}, & (2.17) \\ D \beta=\bar{\rho} \beta, & (2.18) \\ D \alpha=\rho(\alpha+\pi), & (2.19) \\ D \tau=\rho(\tau+\bar{\pi}), & (2.21) \\ D \gamma=(\tau+\bar{\pi}) \alpha+(\bar{\tau}+\pi) \beta+\tau \pi+\psi_{2}, & (2.22) \\ D \mu-\delta \pi=\bar{\rho} \mu+\pi \bar{\pi}-\pi(\bar{\alpha}-\beta)+\psi_{2}, & (2.24) \\ \delta \rho=\rho(\bar{\alpha}+\beta)+(\rho-\bar{\rho}) \tau, & (2.25) \\ \delta \tau=\rho \bar{\lambda}+\tau(\tau+\beta-\bar{\alpha}), & (2.27) \\ \delta \alpha-\bar{\delta} \beta=\mu \rho+\alpha \bar{\alpha}+\beta \bar{\beta}-2 \alpha \beta+\gamma(\rho-\bar{\rho})-\psi_{2}, \\ D \nu-\Delta \pi=(\pi+\bar{\tau}) \mu+(\bar{\pi}+\tau) \lambda+(\gamma-\bar{\gamma}) \pi, & (2.28) \\ \Delta \alpha-\bar{\delta} \gamma=\rho \nu-(\tau+\beta) \lambda+(\bar{\gamma}-\bar{\mu}) \alpha+(\bar{\beta}-\bar{\tau}) \gamma, & (2.29) \\ \Delta \beta-\delta \gamma=-\gamma(\tau-\bar{\alpha}-\beta)-\mu \tau+\beta(\gamma-\bar{\gamma}-\mu)-\alpha \bar{\lambda}, \\ \delta \nu-\Delta \mu=\mu^{2}+\lambda \bar{\lambda}+\mu(\gamma+\bar{\gamma})-\bar{\nu} \pi+\nu(\tau-3 \beta-\bar{\alpha}), \\ D \lambda-\bar{\delta} \pi=\rho \lambda+\pi(\pi+\alpha-\bar{\beta}), & (2.30) \\ \delta \lambda-\bar{\delta} \mu=(\rho-\bar{\rho}) \nu+(\mu-\bar{\mu}) \pi+\mu(\alpha+\bar{\beta})+\lambda(\bar{\alpha}-3 \beta), \\ \Delta \rho-\bar{\delta} \tau=-\rho \bar{\mu}+(\bar{\beta}-\alpha-\bar{\tau}) \tau+(\gamma+\bar{\gamma}) \rho-\psi_{2}, & (2.32) \\ \Delta \lambda-\bar{\delta} \nu=-(\mu+\bar{\mu}) \lambda-(3 \gamma-\bar{\gamma}) \lambda-\psi_{4}+(3 \alpha+\bar{\beta}+\pi-\overline{7}) \nu \\ & (2.33)\end{array}$
The Bianchi identities yield

$$
\begin{align*}
& D \psi_{2}=3 \rho \psi_{2}  \tag{2.34}\\
& \bar{\delta} \psi_{2}=-3 \pi \psi_{2}  \tag{2.35}\\
& \delta \psi_{2}=3 \tau \psi_{2}  \tag{2.36}\\
& \Delta \psi_{2}=-3 \mu \psi_{2}  \tag{2.37}\\
& D \psi_{4}=\rho \psi_{4}-3 \lambda \psi_{2}  \tag{2.38}\\
& \delta \psi_{4}=(\tau-4 \beta) \psi_{4}-3 \nu \psi_{2} \tag{2.39}
\end{align*}
$$

The key point to notice is that with our choice of tetrad all of the equations used by Kinnersley ${ }^{15}$ to determine the radial dependence of the NP variables for the case of type $D$ solutions also appear without modification in the
type II case. Thus, in the type II case we can immediately obtain the radial dependence of all the NP variables except those which vanish in the type D case, namely $\nu$, $\lambda$, and $\psi_{4}$. For completeness and because later we will need the definitions of the variables introduced here, we outline Kinnersley's derivation of the radial dependence below.

The case $\rho=0$ is not of interest here and will not be considered (although the radial dependence of the NP variables can be found without difficulty in that case). If $\rho \neq 0$, integration of Eq. (2.17) gives

$$
\begin{equation*}
\rho=-1 /\left(r+i \rho^{0}\right) \tag{2.40}
\end{equation*}
$$

where the superscript " 0 " indicates a "constant" of integration of an equation involving radial derivatives, i.e., a quantity which is independent of $r$. By re-adjusting $r$ is necessary (keeping $l^{\mu}=\partial / \partial r$ ) we make $\rho^{0}$ real. Application of the commutator ( $\bar{\delta} D-D \bar{\delta}$ ) to $\rho$ yields

$$
\begin{equation*}
D \bar{\delta} \rho-3 \rho \bar{\delta} \rho=\rho^{2}(\pi-\alpha-\bar{\beta}) \tag{2.41}
\end{equation*}
$$

with the general solution [using Eqs. (2.17)-(2.19)]

$$
\begin{equation*}
\bar{\delta} \rho=\rho(\alpha+\bar{\beta})-2 \rho^{3} \bar{\tau} 0 . \tag{2.42}
\end{equation*}
$$

Application of the commutator $(\bar{\delta} D-D \bar{\delta})$ to $\psi_{2}$ yields

$$
\begin{equation*}
D \pi=\rho(\alpha+\bar{\beta})-\bar{\delta} \rho=2 \rho^{3} \bar{\tau}^{0} \tag{2.43}
\end{equation*}
$$

or

$$
\begin{equation*}
\pi=\pi^{0}+\rho^{2} \bar{\tau}^{0} \tag{2.44}
\end{equation*}
$$

Integration of Eqs. (2.9)-(2.12), (2.18)-(2.21), and (2.34) then yields

$$
\begin{align*}
& \beta=\bar{\rho} \beta^{0},  \tag{2.45}\\
& \alpha=\rho \alpha^{0}-\pi^{0}+\rho^{2} \bar{\tau}^{0},  \tag{2.46}\\
& \tau=\rho \eta^{0}+\rho \bar{\rho} \tau^{0}-\vec{\pi}^{0},  \tag{2.47}\\
& \omega=\bar{\rho} \omega^{0}+\bar{\alpha}^{0}+\beta^{0}-\bar{\pi} 0 / \bar{p},  \tag{2.48}\\
& \xi^{i}=\bar{\rho} \xi^{0 i},  \tag{2.49}\\
& X^{i}=X^{0 i}+\rho \bar{\rho}\left(\bar{\tau}^{0} \xi^{0 i}+\tau^{0} \bar{\xi}^{0}\right)+\rho \eta^{0} \bar{\xi}^{0 i}+\bar{\rho} \bar{\eta}^{0} \xi^{0 i},  \tag{2.50}\\
& \psi_{2}=\psi{ }_{2} \rho^{3},  \tag{2.51}\\
& \gamma=\gamma^{0}+\rho\left(\eta^{0} \alpha^{0}-\bar{\tau}^{0} \bar{\pi}^{0}\right)+\bar{\rho}\left(\bar{\eta}^{0} \beta^{0}-\tau^{0} \pi^{0}\right)-r \pi^{0} \bar{\pi}^{0} \\
& +\rho^{2}\left(\frac{1}{2} \psi{ }_{2}^{0}+\bar{\tau}^{0} \eta^{0}\right)+\rho \bar{\rho}\left(\tau^{0} \alpha^{0}+\bar{\tau}^{0} \beta^{0}\right)+\rho^{2} \bar{\rho} \tau^{0} \tilde{\tau}^{0},  \tag{2.52}\\
& U=U^{0}-r\left(\gamma^{0}+\bar{\gamma}^{0}+\eta^{0} \pi^{0}+\bar{\eta}^{0} \bar{\pi}^{0}\right)+r^{2} \pi^{0} \bar{\pi}^{0} \\
& +\rho\left[\bar{\tau}^{0}\left(\bar{\alpha}^{0}+\beta^{0}\right)-\bar{\tau}^{0} \eta^{0}+\eta^{0} \bar{\omega}^{0}-\frac{1}{2} \psi_{2}^{0}\right]-\rho \bar{\tau}^{0} \bar{\pi}^{0} / \bar{\rho} \\
& +\bar{\rho}\left[\tau^{0}\left(\alpha^{0}+\bar{\beta}^{0}\right)-\tau^{0} \bar{\eta}^{0}+\bar{\eta}^{0} \omega^{0}-\frac{1}{2} \bar{\psi}_{2}\right]-\bar{\rho} \tau^{0} \pi^{0} / \rho \\
& +\rho \bar{\rho}\left[\bar{\tau}^{0} \omega^{0}+\tau^{0} \bar{\omega}^{0}-\tau^{0} \bar{\tau}^{0}\right] . \tag{2,53}
\end{align*}
$$

Next we apply the commutator $\Delta D-D \Delta$ to $\rho$ and get
$D \Delta \rho-2 \rho \Delta \rho=-\rho^{2}(\gamma+\bar{\gamma})+(\tau+\bar{\pi}) \bar{\delta} \rho+(\bar{\tau}+\pi) \delta \rho$
which, using Eqs. (2. 23), (2.42), (2.44), (2.47), and (2.52) can be integrated to yield

$$
\begin{aligned}
\Delta \rho= & -\rho^{2} M^{0}+\rho^{2} \eta^{0}\left(\alpha^{0}+\bar{\beta}^{0}\right)+\bar{\rho}^{0} \bar{\eta}^{0} \bar{\pi}^{0} \\
& +\rho\left(\gamma^{0}+\bar{\gamma}^{0}+\eta^{0} \pi^{0}\right)-\rho^{3}\left(\frac{1}{2} \psi_{2}^{0}+\bar{\tau}^{0} \eta^{0}\right)
\end{aligned}
$$

$$
\begin{align*}
& +\rho \bar{\rho}\left[\bar{\eta}^{0}\left(\bar{\alpha}^{0}+\beta^{0}\right)-\tau^{0} \pi^{0}+\bar{\tau}^{0} \bar{\pi}^{0}-\eta^{0} \bar{\eta}^{0}\right] \\
& -\rho^{2} \bar{\rho}\left[\frac{1}{2} \bar{\psi}_{2}^{0}+\bar{\tau}^{0} \eta^{0}-\tau^{0}\left(\alpha^{0}+\bar{\beta}^{0}\right)-\bar{\tau}^{0}\left(\bar{\alpha}^{0}+\beta^{0}\right)\right] \\
& -\rho^{3} \bar{\rho} \tau^{0} \bar{\tau}^{0}+r^{2} \rho^{2} \pi^{0} \bar{\pi}^{0} \tag{2.55}
\end{align*}
$$

Finally, we apply the commutator $\Delta D-D \Delta$ to $\psi_{2}$ and get

$$
\begin{equation*}
D \mu=-\Delta \rho+\rho(\gamma+\bar{\gamma})+\pi \bar{\pi}-\tau \bar{\tau} \tag{2.56}
\end{equation*}
$$

which can be integrated to yield

$$
\begin{align*}
\mu= & \mu^{0}+\rho\left(M^{0}-\bar{\tau}^{0} \bar{\pi}^{0}\right)+\bar{\rho} \tau^{0} \pi^{0} \\
& +\rho^{2}\left(\frac{1}{2} \psi_{2}^{0}+\bar{\tau}^{0} \eta^{0}\right)+\frac{1}{2} \rho \bar{\rho} \psi_{2}^{0}+\rho^{2} \bar{\rho} \tau^{0} \bar{\tau}^{0} \\
& -r^{2} \rho \pi^{0} \bar{\pi}^{0} . \tag{2.57}
\end{align*}
$$

This completes Kinnersley's derivation of the radial dependence of all the NP variables except $\psi_{4}, \lambda$, and $\nu$. Substituting the above results into Eq. (2.30), we obtain

$$
\begin{equation*}
D \lambda=\rho \lambda+K^{0} \rho+L^{0} \rho^{3} \tag{2.58}
\end{equation*}
$$

where

$$
\begin{align*}
& K^{0}=\xi^{0 i} \pi_{, i}^{0}+\pi^{0}\left(\alpha^{0}-\bar{\beta}^{0}\right)  \tag{2.59}\\
& L^{0}=\bar{\xi}^{0} \bar{\tau}_{, i}^{0}+\bar{\tau}^{0}\left(3 \bar{\alpha}^{0}+\beta^{0}\right) \tag{2,60}
\end{align*}
$$

Integration of Eq. (2.58) yields,

$$
\begin{equation*}
\lambda=\lambda^{0} \rho-K^{0}+L^{0} \rho^{2} \tag{2.61}
\end{equation*}
$$

Substituting this result and Eq. (2.51) into Eq. (2. 38), we get

$$
\begin{equation*}
D \psi_{4}=\rho \psi_{4}-3 \psi Q_{2} \rho^{3}\left(\lambda^{0} \rho-K^{0}+L^{0} \rho^{2}\right) \tag{2.62}
\end{equation*}
$$

which can be integrated to yield

$$
\begin{equation*}
\psi_{4}=\psi_{4}^{0} \rho+3 K^{0} \psi_{2} \rho^{2}-\frac{3}{2} \lambda^{0} \psi \ell_{2} \rho^{3}-L^{0} \psi 0_{2} \rho^{4} \tag{2.63}
\end{equation*}
$$

Equation (2.63) is the key result of this section. It shows that $\rho^{-4} \psi_{4}$ is a cubic polynomial in $r$. In Sec. 4 we will use the linearized version of this result to prove that $\psi_{4}=0$ for well-behaved Kerr perturbations with $\dot{\psi}_{0}=0$.

Finally, the radial dependence of $\nu$ can be determined, e.g., from Eq. (2.39), now that the radial dependence of all the other NP variables is known. The next step in a systematic analysis of type II solutions is to substitute the radial dependences determined above into all the remaining NP equations. One then equates coefficients of the various powers of $1 / r$, thus eliminating $r$ and reducing the problem to solving for functions of three variables only. Using a different tetrad choice, Talbot ${ }^{17}$ has proceeded with this analysis.

## 3. LINEARIZATION OF RESULTS ON EXACT EQUATIONS

In the next two sections, we shall see that with an appropriate tetrad choice the Kerr perturbation equations with $\dot{\psi}_{0}=0$ and with $\dot{\psi}_{0}=\dot{\psi}_{4}=0$ are precisely the linearizations off Kerr of the exact NP equations for type II and type D solutions, respectively. We shall then apply the results of Sec. 2 and much of Kinnersley's analysis ${ }^{15}$ to Kerr perturbations. The purpose of this section is to warn the reader that such a carrying over of results on exact equations to results on perturbations need not always be possible. This is so because there
are a number of operations which can be performed on exact equations which cannot be paralleled in the linearized case. Most notorious among these operations is the taking of square roots or other fractional powers: The exact equation $f^{2}=0$ implies $f=0$, but if $f$ vanishes in zeroth order the linearized equation corresponding to $f^{2}=0$ is merely $0=0$, which does not imply $f=0$. Thus, in applying the results of any analysis on exact equations to perturbations, one must carefully check that all the corresponding steps can be performed with the linearized equations; one cannot automatically linearize the final conclusions.

Hawking's theorem ${ }^{4}$ provides an interesting and relevant illustration of the difficulties one can encounter in attempting to apply results from exact theory to perturbations. Hawking has proven that a stationary, rotating black hole must be axisymmetric. One might expect that this result would exclude the existence of well-behaved, stationary, nonaxisymmetric perturbations of Kerr. (Such perturbations are of interest since they would indicate a neutral mode of oscillation and would be of strong evidence for the instability of Kerr black holes.) However, Hawking's theorem does not carry over to the linearized case. Early in his argument Hawking uses the condition $\rho=0$ and the equation

$$
\begin{equation*}
D \rho=\rho^{2}+\sigma \overline{0}+(\epsilon+\bar{\epsilon}) \rho \tag{3.1}
\end{equation*}
$$

to conclude that $\sigma=0$ for the generators of the horizon. But for Kerr perturbations, Eq. (3.1) yields no information on $\dot{\sigma}$ to first order. Thus one cannot conclude that $\dot{\sigma}=0$ and the attempted proof breaks down. However, as a consequence of the results of Secs. 4 and 5 we will prove in Sec. 6 that, in fact, there exist no well-behaved stationary, nonaxisymmetric perturbations of Kerr.

## 4. KERR PERTURBATIONS WITH $\dot{\psi}_{0}=0$

We now turn our attention to perturbations of a Kerr black hole. The notation throughout the rest of the paper is as follows: Dotted quantities (e.g., $\dot{\psi}_{2}$ ) will denote perturbations of Kerr; undotted quantities (e.g., $\psi_{2}$ ) will denote the zeroth order Kerr values. In zeroth order, we use Kinnersley's tetrad. ${ }^{15}$ Then we have $\psi_{0}=\psi_{1}=\psi_{3}=$ $\psi_{4}=\kappa=\sigma=\lambda=\nu=\epsilon=0$. With a suitable choice of coordinates, given in terms of Kerr coordinates by $x^{1}=$ $u, x^{2}=r, x^{3}=x=\cos \theta, x^{4}=\varphi$, the Kerr values of the "constants" of integration introduced in Sec. 2 become

$$
\begin{align*}
& \rho^{0}=-a x  \tag{4.1a}\\
& \tau^{0}=-i a\left(1-x^{2}\right)^{1 / 2} / \sqrt{2},  \tag{4.1b}\\
& M^{0}=-U^{0}=1 / 2  \tag{4.1c}\\
& \psi 0=m  \tag{4.1d}\\
& \beta^{0}=-\alpha^{0}=-(\sqrt{2} / 4) x /\left(1-x^{2}\right)^{1 / 2},  \tag{4.1e}\\
& X^{0 i}=\delta_{i 1}  \tag{4.1f}\\
& \xi^{01}=-i a x^{2}\left(1-x^{2}\right)^{-1 / 2} / \sqrt{2},  \tag{4.1g}\\
& \xi^{03}=\left(1-x^{2}\right)^{1 / 2} / \sqrt{2}  \tag{4.1h}\\
& \xi^{04}=i \sqrt{2} /\left(1-x^{2}\right)^{1 / 2},  \tag{4.1i}\\
& \pi^{0}=\omega^{0}=\eta^{0}=\gamma^{0}=\mu^{0}=0 \tag{4.1j}
\end{align*}
$$

(and, of course, $\lambda^{0}=K^{0}=L^{0}=\psi_{4}^{0}=0$ ).

From the behavior of the Weyl tensor components under tetrad transformations, it may be easily verified that the perturbation quantities $\psi_{0}$ and $\psi_{4}$ are gauge invariant, i.e., their values are unaffected to first order by all allowed infinitesimal tetrad transformations and all infinitesimal coordinate transformations. We shall prove below. that for well-behaved perturbations, if $\psi_{0}$ is given, then $\dot{\psi}_{4}$ is uniquely determined. By taking the difference between two perturbations with the same given. $\psi_{0}$, this is easily. seen to be equivalent to proving that $\psi_{0}=0$ implies $\dot{\psi}_{A}=0$. Once this is proven, the converse result that $\dot{\psi}_{4}=0$ implies $\dot{\psi}_{0}=0$ (i.e., $\dot{\psi}_{4}$ uniquely determines $\dot{\psi}_{0}$ ) follows immediately by interchanging the tetrad vectors $l^{\mu}$ and $n^{\mu}$.

Consider a Kerr perturbation with $\dot{\psi}_{0}=0$. By an infinitesimal null rotation of the tetrad with $l^{\mu}$ fixed, we may set $\dot{\psi}_{3}=0$ [see Eq. (2.1)]. Similarly, by an infinitesimal null rotation with $n^{\mu}$ fixed, we set $\psi_{1}=0$. (Neither of these transformations affects $\psi_{0}=0$, since $\psi_{0}$ is gauge invariant). The linearized Bianchi identities involving $\dot{\psi}_{0}$ and $\dot{\psi}_{1}$ then immediately yield $\dot{\kappa}=\dot{\sigma}=0$ (i.e., we obtain the linearized version of the GoldbergSachs theorem ${ }^{11}$ ). By an infinitesimal tetrad rotation we can set $\dot{\epsilon}=0$. If we choose the coordinate $r$ for the perturbed space-time to maintain $l^{\mu}=\partial / \partial r$, we find that the Kerr perturbation equations for the case $\psi_{0}=0$ are precisely the linearizations off Kerr of the NP equations for type II exact solutions given in Sec.2.

It may be verified that all the integrations and algebraic manipulations performed with the exact equations in Sec. 2 can be performed with equal validity for the linearized equations. Thus, by a precise paralleling of steps, we find that when $\dot{\psi}_{0}=0$, the radial dependence of $\psi_{4}$ is given by the linearized version of Eq. (2.63),

$$
\begin{equation*}
\dot{\psi}_{4}=\dot{\psi} 4 \rho+3 \dot{K}^{0} \psi_{2}^{0} \rho^{2}-\frac{3}{2} \dot{\lambda}^{0} \psi 2 \rho^{3}-\dot{L}^{0} \psi 9 \rho^{4} . \tag{4.2}
\end{equation*}
$$

Thus, $\rho^{-4} \dot{\psi}_{4}$ is a cubic polynomial in $r$. On the other hand, $\dot{\psi}_{4}$ must also satisfy Teukolsky's equation. ${ }^{12}$ [This equation is derived by solving the linearized version of Eqs. (2.38) and (2.39) for $\dot{\lambda}$ and $\dot{\nu}$ in terms of $\dot{\psi}_{4}$ and substituting the result into the linearized version of Eq. (2.33). Since Eq. (2.33) was not used in the analysis of Sec.II, Teukolsky's equation can be expected to yield new information on $\psi_{4}$.] Teukolsky has shown that in Kerr coordinates the general solution of his equation takes the form

$$
\begin{equation*}
\rho^{-4} \dot{\psi}_{4}=\int d \omega \sum_{l, m} R_{l m}(r, \omega) S_{l m}(\theta, \omega) e^{-i \omega u} e^{i m \varphi} \tag{4.3}
\end{equation*}
$$

where the $S_{l m}$ are spin weighted spheroidal harmonics ${ }^{12}$ and $R_{l m}$ satisfies Teukolsky's radial equation. In our case, $R_{l m}$ must be a cubic polynomial. However, Teukolsky (private communication) has found that when one substitutes a cubic polynomial into the radial equation one gets four homogeneous, linear equations for the four coefficients of the polynomial. Hence, the necessary and sufficient condition for the existence of a cubic polynomial solution of Teukolsky's equation is that the determinant of this linear system vanish. Explicitly, this condition is

$$
\begin{align*}
& 0=\operatorname{det}=\Lambda^{2}(\Lambda-2)^{2}-12 \Lambda(\Lambda-2) \Gamma \omega-8 \Lambda^{2} \Gamma \omega \\
&+36\left(\Gamma^{2}+4 M^{2}\right) \omega^{2}-96 \Lambda a^{2} \omega^{2} \tag{4.4}
\end{align*}
$$

where

$$
\begin{align*}
& \Gamma=2 \omega a^{2}-2 a m  \tag{4.5}\\
& \Lambda=2 a m \omega-a^{2} \omega^{2}-A \tag{4.6}
\end{align*}
$$

and $A=A(l, m, \omega)$ is the eigenvalue associated with the spin weighted spheroidal harmonic $S_{l m}(\theta, \omega)$. In the case of a Schwarzschild black hole ( $a=0$ ), we have $A=$ $(l+2)(l-1)$ (independent of $\omega$ ) and the determinant, Eq. (4.4), reduces to a quadratic polynomial in $\omega$. It vanishes when

$$
\begin{equation*}
\omega= \pm i(l+2)(l+1) l(l-1) / 12 M \tag{4.7}
\end{equation*}
$$

This agrees with the time dependence of the algebraically special perturbations of Schwarzschild investigated ${ }^{18}$ by Kinnersley and Couch and Newman. In the general Kerr case ( $a \neq 0$ ), Eq. (4.4) is considerably less simple to solve, owing mainly to the fact that the value of $A$ depends on $\omega$ and must be determined by solving the angular eigenfunction equation. The important point to note, however, is that solutions can occur only for special values of $\omega$. In particular, when $\omega=0$ we again have $A=$ $(l+2)(l-1)$ and Eq. (4.4) is not satisfied, i.e., there are no stationary, algebraically special perturbations of Kerr with $\dot{\psi}_{4} \neq 0$. Since the determinant, Eq. (4. 4), is an analytic function of $\omega$, it follows that solutions of Eq. (4.4) can occur only at isolated values of $\omega$ (because if the determinant had an accumulation point of zeros it would have to vanish everywhere and this would contradict the fact that it doesn't vanish at $\omega=0$ ). It appears likely that there are no solutions of Eq. (4.4) for real $\omega$. In that case, we see from Eq. (4.3) (recalling that $R_{l m}$ has cubic polynomial dependence on $r$ ) that on an initial spacelike slice which intersects the future horizon, the imaginary part of $\omega$ will cause $\dot{\psi}_{4}$ to blow up exponentially either at the horizon (where $u \rightarrow+\infty$ ) or at spacial infinity (where $u \rightarrow-\infty$ ). Hence, these perturbations will be physically unacceptable. But even if solutions with real $\omega$ occur, each individual $\omega$ mode is not a physically acceptable solution by itself since it does not behave properly at the horizon: As can be seen from Eq. (4.3) the real part of $\omega$ will cause $\dot{\psi}_{4}$ to undergo infinite oscillation in a finite region as one approaches the future horizon ( $u \rightarrow \infty$ ). If solutions over a continuous range of $\omega$ were available, one could cancel the singularities of the real $\omega$ modes by forming wave packets. However, in our case $\omega$ can take on only the discrete values satisfying Eq. (4.4). Hence, we conclude that there exist no physically acceptable cubic polynomial solutions of Teukolsky's equation. Thus the only physically acceptable perturbations with $\psi_{0}=0$ must also satisfy

$$
\begin{equation*}
\dot{\psi}_{4}=0 . \tag{4.8}
\end{equation*}
$$

Strictly speaking to draw this conclusion in an entirely rigorous fashion one should prove that (for fixed $l, m$ ) either (1) there exist only a finite number of solutions of Eq. (4.4) for $\omega$ (which is equivalent to showing that solutions do not occur for arbitrarily large $\omega$ since only isolated solutions can occur), or (2) in the unlikely event that there are infinitely many solutions, that the perturbations corresponding to these solutions cannot be added in such a way as to exactly cancel the bad behavior of each of the individual solutions on the horizon. This last step has not been carried out, but an independent proof that $\psi_{0}=0$ implies $\psi_{4}=0$ has been obtained by Press and Teukolsky. ${ }^{14}$

## 5. KERR PERTURBATIONS WITH $\dot{\psi}_{0}=\dot{\psi}_{4}=0$

In this section we shall prove that the only wellbehaved perturbations of a Kerr black hole with $\dot{\psi}_{0}=$ $\psi_{4}=0$ are the trivial perturbations to other Kerr solutions via an infinitesimal change in the mass and angular momentum parameters. Together with the results of

Sec.4, this shows that a perturbation of a Kerr black hole is uniquely specified up the trivial $\dot{m}, \dot{a}$ perturbations by giving either of the quantities $\dot{\psi}_{0}$ or $\dot{\psi}_{4}$ alone.

Consider a Kerr perturbation with $\psi_{0}=\psi_{4}=0$. As in Sec. 4 above we may set $\dot{\psi}_{1}=\dot{\psi}_{3}=0$ (without affecting $\dot{\psi}_{0}=\dot{\psi}_{4}=0$ ) by infinitesimal null rotations of the tetrad. Then we also obtain $\dot{\sigma}=\dot{\kappa}=\dot{\nu}=\lambda=0$. Again, by an infinitesimal tetrad rotation we set $\dot{\epsilon}=0$ and we choose the coordinate $r$ for the perturbed space-time so as to maintain $l^{\mu}=\partial / \partial r$. The Kerr perturbation equations then precisely reduce to the equations one gets by linearizing the NP equations for exact type D solutions analyzed by Kinnersley ${ }^{15}$ about Kerr background.
As in Sec.4, we may parallel Kinnersley's ${ }^{15}$ derivation of the radial dependence of the NP variables to get the linearized versions of the equations given in Sec. 2 above. The next step in Kinnersley's analysis is the substitution of the radial dependence of the NP variables in the remaining NP equations. In the exact case, this yields equations of the form

$$
\begin{equation*}
\sum_{n} a_{n}^{0}\left(1 / r^{n}\right)=0, \tag{5.1}
\end{equation*}
$$

where $a_{n}^{0}$ is independent of $r$, which implies

$$
\begin{equation*}
a_{n}^{0}=0 \tag{5.2}
\end{equation*}
$$

For the case of Kerr perturbations, the analogous procedure leads to the linearized version of Eq. (5.1), i.e.,

$$
\begin{equation*}
\sum_{n} \dot{a}_{n}^{0}\left(1 / r^{n}\right)=0 \tag{5.3}
\end{equation*}
$$

which similarly implies

$$
\begin{equation*}
\dot{a}_{n}^{0}=0 . \tag{5.4}
\end{equation*}
$$

Thus, by paralleling Kinnersley's analysis, we obtain the linearized versions of all of Kinnersley's equations given in Sec. IIB of his paper. Furthermore, as in the exact case, we still have the freedom to make infinitesimal tetrad rotations which are independent of $r$. (In addition, the coordinates $x^{1}, x^{3}$, and $x^{4}$ have yet to be specified for the perturbed space-time.) Following Kinnersley, we make an infinitesimal tetrad rotation $l^{\mu} \rightarrow\left(1+A^{0}\right)^{-1} l^{\mu}$, $n^{\mu} \rightarrow\left(1+\dot{A}^{0}\right) n^{\mu}$ to keep $\psi Q \bar{\psi} Q^{0}$ a constant to first order. As in the case of exact type D solutions, this tetrad choice can be shown to imply the following relations:

$$
\begin{align*}
& \dot{\bar{\alpha}}^{0}+\dot{\beta}^{0}=2 i \rho^{0} \dot{\bar{\pi}}^{0},  \tag{5.5a}\\
& \dot{\gamma}^{0}+\dot{\gamma}^{0}+\dot{\mu}^{0}=0 . \tag{5.5b}
\end{align*}
$$

Below, we give the NP Kerr perturbation equations for the case $\psi_{0}=\psi_{4}=0$. These equations are obtained by linearizing the equations of Sec. IIIB of Kinnersley's paper about the Kerr background, and making the simplifications Eq. (5.5), given by our tetrad choice, and some simplifications resulting from the simple form of the zeroth order Kerr solution, Eq.(4.1):

$$
\begin{align*}
& \dot{\omega}^{0}=-2\left(\rho^{0}\right)^{2} \dot{\bar{\pi}}^{0}  \tag{5,6}\\
& \dot{\eta}^{0}=2 i \rho^{0} \dot{\bar{\pi}}^{0},  \tag{5.7}\\
& \dot{\mu}^{0}=\dot{\mu}^{0}  \tag{5.8}\\
& \dot{M}^{0}-\dot{\bar{M}}^{0}=2 i \rho^{0} \dot{\mu}^{0}+4 \overline{\bar{T}}^{0},  \tag{5.9}\\
& \tau^{0} \dot{\pi}^{0}+\bar{\tau}^{0} \dot{\bar{\pi}}^{0}=0, \tag{5.10}
\end{align*}
$$

$$
\begin{align*}
& \dot{U}^{0}=-\frac{1}{2}\left(\dot{M}^{0}+\dot{\bar{M}}^{0}\right),  \tag{5.11}\\
& \tau^{0} \dot{\mu}^{0}=i \rho^{0} \dot{\bar{\pi}}^{0},  \tag{5.12}\\
& \dot{\xi}{ }^{0} \rho_{, i}^{0}+\xi{ }^{0} i \dot{\rho}_{, i}^{0}=-i \dot{\tau}^{0}+2 i\left(\rho^{0}\right)^{2} \dot{\bar{\pi}}^{0},  \tag{5.13}\\
& \dot{X}^{0 i} \rho_{, i}^{0}+X^{0}{ }^{0} \dot{\rho}_{, i}^{0}=0,  \tag{5.14}\\
& \xi^{0 i} \dot{\psi}_{2, i}^{0}=6 i \rho^{0} \psi_{2} \dot{\bar{T}}^{0},  \tag{5.15}\\
& \bar{\xi}{ }^{0} \dot{\psi}_{2, i}^{0}=6 i \rho^{0} \psi{ }_{2} \dot{\pi}^{0},  \tag{5.16}\\
& X^{0} \dot{\psi}_{2, i}^{0}=0,  \tag{5.17}\\
& \xi^{0 i} \dot{\pi}_{, i}^{0}=-\dot{\mu}^{0}+\dot{\pi}^{0}\left(\bar{\alpha}^{0}-\beta^{0}\right),  \tag{5.18}\\
& \xi^{0} i_{, i}^{0}=\dot{\pi}^{0}\left(\bar{\beta}^{0}-\alpha^{0}\right),  \tag{5.19}\\
& \dot{\xi}^{0} \tau_{, i}^{0}+\xi^{0} \dot{\tau}_{, i}^{0}=-\dot{\tau}^{0}\left(3 \bar{\alpha}^{0}+\beta^{0}\right)-\tau^{0}\left(3 \dot{\bar{\alpha}}^{0}+\dot{\beta}^{0}\right),  \tag{5.20}\\
& \dot{\xi}{ }^{0} \tau_{, i}^{0}+\bar{\xi}^{0}{ }^{i}{ }_{, i}^{0}=-\dot{\tau}^{0}\left(\alpha^{0}+3 \bar{\beta}^{0}\right)-\tau^{0}\left(\dot{\alpha}^{0}+3 \dot{\bar{\beta}}^{0}\right)-i \dot{\rho}^{0} \\
& +\frac{1}{2}\left(\dot{\psi}_{2}^{0}-\dot{\psi}_{2}\right)-4 i \tau^{0} \rho^{0} \dot{\pi}^{0}-2 i \rho^{0} \dot{M}^{0},  \tag{5,21}\\
& \dot{\xi}^{0}{ }_{\alpha}{ }_{, i}^{0}+\xi^{0} \dot{\alpha}_{, i}^{0}-\dot{\xi}^{0}{ }_{i} \beta_{, i}^{0}-\bar{\xi}^{0} \dot{\beta}_{, i}^{0}=2 \dot{\beta}^{0}\left(\bar{\beta}^{0}-\alpha^{0}\right)+2 \beta^{0}\left(\dot{\bar{\beta}}^{0}-\dot{\alpha}^{0}\right) \\
& +\dot{M}^{0}+2 i \rho^{0}\left(\dot{\gamma}^{0}+\dot{\mu}^{0}+\alpha^{0} \dot{\bar{\pi}}^{0}+\beta^{0} \dot{\pi}^{0}\right),  \tag{5.22}\\
& \bar{\xi}^{0}{ }^{i} \dot{\mu}_{, i}^{0}=\dot{\pi}^{0},  \tag{5.23}\\
& \bar{\xi}{ }^{0} \dot{M}_{, i}^{0}=2 i \rho^{0} \dot{\pi}^{0}+\left(\psi_{2}^{0}+2 \bar{\psi}_{2}^{0}\right) \dot{\pi}^{0}-2 \bar{\tau}^{0} \dot{\mu}^{0},  \tag{5.24}\\
& X^{0 i}{ }_{i}{ }_{i}^{0}=0,  \tag{5.25}\\
& \dot{X}^{0} \tau_{, i}^{0}+X^{0 i} \dot{\tau}_{, i}^{0}=-\tau^{0}\left(2 \dot{\gamma}^{0}\right)-i \rho^{0} \dot{\bar{\pi}}^{0},  \tag{5.26}\\
& \dot{X}^{0} \alpha_{, i}^{0}+X^{0} \dot{\alpha}_{, i}^{0}-\xi^{0} \dot{\gamma}_{, i}^{0}=-\alpha^{0}\left(\dot{\mu}^{0}+\dot{\gamma}^{0}\right)+\bar{\beta}^{0} \dot{\gamma}^{0}+\frac{1}{2} \dot{\pi}^{0},  \tag{5.27}\\
& \dot{X}^{0 i}{ }_{, i}^{0}+X^{0} \dot{\beta}_{, i}^{0}-\xi^{0 i} \dot{\gamma}_{, i}^{0}=-\beta^{0}\left(\dot{\mu}^{0}-\dot{\gamma}^{0}+2 \dot{\gamma}^{0}\right) \\
& +\bar{\alpha}^{0} \dot{\gamma}^{0}+\frac{1}{2} \bar{\pi}^{0},  \tag{5.28}\\
& \dot{\xi} \dot{\xi}^{i} \xi_{, i}^{0 j}-\bar{\xi} 0 i \dot{\xi}_{, i}^{0 j}-\dot{\xi}^{0} i \bar{\xi}_{, i}^{0 j}-\xi^{0 i \dot{\bar{\xi}}_{, i}{ }^{j}}=-\xi^{0 j}\left(2 \dot{\beta}^{0}+2 i \rho^{0} \dot{\pi}^{0}\right)  \tag{5.33}\\
& -2 \bar{\beta}^{0} \dot{\xi}^{0}{ }^{j}+\bar{\xi}^{0 j}\left(2 \dot{\beta}^{0}-2 i \rho^{0} \dot{\bar{\pi}}^{0}\right) \\
& +2 \beta^{0}{ }^{\underline{\xi}}{ }^{0 j}-2 i \rho^{0} \dot{X}^{0 j}-22 X^{0}{ }^{j} \dot{\rho}^{0} . \tag{5.34}
\end{align*}
$$

At this stage in the analysis of exact type D solutions, Kinnersley resolves the solutions into various cases according to whether or not $\pi^{0}=0$. Unfortunately, we cannot parallel his analysis exactly here because we can neither assume that $\dot{\pi}^{0}=0$ nor can we follow his steps for the case $\pi^{0} \neq 0$ (since, in effect, he divides by $\pi^{0}$ and takes square roots). However, we can still proceed to solve the equations, following closely the methods used in Kinnersley's Ph.D. thesis. ${ }^{15}$

Reality of $\dot{U}^{0}, \dot{X}^{0 i}$, and $\dot{\rho}^{0}$ is guaranteed by their definitions. The quantity $\dot{\mu}^{0}$ is real by Eq. (5.8), and using the zeroth order Kerr values, Eq. (4.1), we find that Eq. (5.10) shows that $\pi^{0}$ is real. Equations (5.18) and (5.19) then show that

$$
\begin{equation*}
\dot{\mu}^{0}=-4 \beta^{0} \dot{\pi}^{0} \tag{5.35}
\end{equation*}
$$

(This is consistent with Eq. (5.12) since $4 \beta^{0}=-$ $i \rho^{0} / \tau^{0}$ in zeroth order.) Equations (5.9) and (5.11) imply

$$
\begin{equation*}
\dot{M}^{0}=-\dot{U}^{0}+i \rho^{0} \dot{\mu}^{0}+2 \bar{\tau}^{0} \dot{\pi}^{0} \tag{5.36}
\end{equation*}
$$

Following Kinnersley, ${ }^{15}$ we define the quantities $\dot{b}^{0}, \dot{t^{0}}$, and $\dot{m}^{0}$ by the equations

$$
\begin{align*}
& \dot{\beta}^{0}=\dot{b}^{0}+i \rho^{0} \dot{\pi}^{0}  \tag{5.37}\\
& \dot{\tau}^{0}=2\left(\rho^{0}\right)^{2} \dot{\pi}^{0}+i \dot{t}^{0} \tag{5.38}
\end{align*}
$$

$$
\begin{equation*}
\dot{\psi}_{2}=\dot{m}^{0}+i\left(-2 \dot{\rho}^{0} U^{0}-2 \rho^{0} \dot{U}^{0}+4 \dot{b}^{0}\left(-i \tau^{0}\right)+4 \beta^{0} \dot{t}^{0}\right) \tag{5.39}
\end{equation*}
$$

For zeroth order Kerr, we write $b^{0}=\beta^{0}, t^{0}=-i \tau^{0}$, and $m^{0}=\psi 0$. Then $b^{0}, t^{0}$ and $m^{0}$ are real. We now make use of the infinitesimal tetrad freedom $m^{\mu} \rightarrow e^{i \dot{\theta}} m^{\mu}$ (where $\bar{\theta}$ is independent of $r$ ) to make $t^{0}$ real, i.e., $\operatorname{Re}\left(\dot{\tau}^{0}\right)=$ $2\left(\rho^{0}\right)^{2} \dot{\pi}^{0}$. (This can be done since $\operatorname{Im}\left(\tau^{0}\right) \neq 0$ in zeroth order.) Using this tetrad choice, the real part of Eq. (5.26) together with Eq. (5.25) and reality of $\pi^{0}$ shows that $\dot{\gamma}^{0}$ is real. Then, from Eqs. (5.5b) and (5.35) we obtain,

$$
\begin{equation*}
\dot{\gamma}^{0}=2 b^{0} \dot{\pi}^{0} \tag{5,40}
\end{equation*}
$$

Next, adding Eq. (5.20) to the complex conjugate of Eq. (5.21) and using Eq. (5.5a), the tetrad condition $\operatorname{Re}\left(\dot{\tau}^{0}\right)=2\left(\rho^{0}\right)^{2} \dot{\pi}^{0}$ and the definition of $\dot{b}^{0}$, Eq. (5.37), we obtain,

$$
\begin{align*}
4 \xi^{0}\left(\left(\rho^{0}\right)^{2} \dot{\pi}^{0}\right)_{, i}=4 i\left(b^{0} \dot{t}^{0}+\dot{b}^{0} t^{0}\right) & +2 i \rho^{0} \dot{M}^{0} \\
& +\frac{1}{2}\left(\dot{\psi}_{2}^{0}-\dot{\psi} 0\right)+i \dot{\rho}^{0} \tag{5.41}
\end{align*}
$$

Using Eqs. (5.18), (5.35), (5.36) and the known zeroth order Kerr values, the real part of this equation yields the result that $\dot{b}^{0}$ is real. Finally, the imaginary part of Eq. (5.41) shows that $\dot{m}^{0}$ is real, where $\dot{m}^{0}$ is defined by Eq. (5.39). Thus, we now have reduced the problem. of solving the Kerr perturbation equations with $\dot{\psi}_{0}=\dot{\psi}_{4}=0$ to task of obtaining $\dot{\xi}^{0 i}$, and the real quantities $\dot{X}^{0},=\dot{\rho}^{4}, \pi^{0}$, $\dot{b}^{0}, \dot{t}^{0}, \dot{U}^{0}$, and $\dot{m}^{0}$; all the NP variables can be obtained immediately by algebraic substitutions once these quantities are known.

We now specify the coordinates $x^{1}, x^{3}$, and $x^{4}$ for the perturbed space-time, following closely the choices made in Kinnersley's Ph.D. thesis. 15 The coordinate $x^{2}=r$ was previously specified by the condition $l^{\mu}=$ $\delta_{\mu 2}$ and $\rho^{0}$ real. Since $X^{0 i}$ is independent of $r$, we may choose $x^{1}$ so that $X^{0 i}=\delta_{i 1}$ (i.e., $X^{0}=\partial / \partial x^{1}$ ) is maintained for the perturbed space-time. This yields $\dot{X}^{0 \dot{i}}=$ 0 . Since $\rho^{0}$ and $\dot{\rho}^{0}$ are independent of $r$ and [by Eq. (5.14)] independent of $x^{1}$, we may choose the coordinate $x^{3}=x$ so that the relation

$$
\begin{equation*}
\rho^{0}+\dot{\rho}^{0}=-(a+\dot{a}) x+\dot{l} \tag{5.42}
\end{equation*}
$$

holds for the perturbed space-time, where $\dot{a}$ and $\dot{i}$ are constants. (This equation defines $x$ up to an infinitesimal linear transformation, $x \rightarrow x_{0}+\vec{K} x+\vec{L}$, to be fixed later.) Then Eq. $(5.13)$ shows that $\xi^{03}$ must be real.

Aside from the linear freedom in $x$, we still have the infinitesimal coordinate freedom

$$
\begin{align*}
& x^{1} \rightarrow x^{1}+\dot{f}_{1}\left(x, x^{4}\right)  \tag{5.43a}\\
& x^{4} \rightarrow x^{4}+\dot{f}_{4}\left(x, x^{4}\right) \tag{5.43b}
\end{align*}
$$

Under these transformations, $\dot{\xi}^{01}$ and $\dot{\xi}^{04}$ transform as follows:

$$
\begin{align*}
\dot{\xi}^{01} & \rightarrow \dot{\xi}^{01}+\xi^{03} \frac{\partial \dot{f}_{1}}{\partial x}+\xi^{04} \frac{\partial \dot{f}_{1}}{\partial x^{1}}  \tag{5.44a}\\
\dot{\xi} 04 & \rightarrow \dot{\xi}^{04}+\xi^{03} \frac{\partial \dot{f}_{4}}{\partial x}+\xi^{04} \frac{\partial \dot{f}_{4}}{\partial x^{4}} \tag{5.44~b}
\end{align*}
$$

Following Kinnersley, ${ }^{15}$ we use this coordinate freedom to make $\dot{\xi} 01$ and $\dot{\xi}^{04}$ pure imaginary.

We now note the following remarkable simplifications: Equations (5.17), (5.25), (5.26), (5.28), (5.30), and (5.33), respectively, show that $\dot{m}^{0}, \dot{\pi}^{0}, t^{0}, \dot{b}^{0}, \dot{U}^{0}$, and $\dot{\xi}^{0 j}$ are independent of $x^{1}$. Equations (5.15) and (5.16), (5.24) and ( 5.32 ), ( 5.18 ), and ( 5.20 ), respectively, then show that $\dot{m}^{0}$, $\dot{U}^{0}, \dot{\pi}^{0}$, and $\dot{t}^{0}$ are also independent of $x^{4}$. Thus, all variables are functions of $x$ alone, with the possible exception of $\dot{b}^{0}$ and $\dot{\xi}^{0}$ which may also depend on $x^{4}$. In terms of these variables, the equations remaining to be solved [namely, Eqs. (5.13), (5.15), (5.18), (5.20), (5.22), (5.24), and (5.34)] become

$$
\begin{align*}
& a \dot{\xi}^{03}+\dot{a} \xi^{03}=-\dot{t}^{0}  \tag{5.45}\\
& \xi^{03} \dot{m}_{, x}^{0}=0  \tag{5.46}\\
& \xi^{03} \dot{\pi}_{, x}^{0}=2 b^{0} \dot{\pi}^{0}  \tag{5.47}\\
& \dot{\xi}^{03} t_{, x}^{0}+\xi^{03} \dot{l}_{, x}^{0}=2 b^{0} \dot{t}^{0}+2 t^{0} \dot{b}^{0}  \tag{5.48}\\
& 2 \dot{\xi}^{03} b_{, x}^{0}+2 \xi^{03} \dot{b}_{, x}^{0}=-8 b^{0} \dot{b}^{0}+\dot{U}^{0}  \tag{5.49}\\
& \xi^{03} \dot{U}_{, x}^{0}=-3 m^{0} \pi^{0}  \tag{5.50}\\
& \dot{\xi} 03 \xi_{, x}^{01}+\xi^{03} \dot{\xi}_{, x}^{01}=-2 \dot{b}^{0} \xi^{01}-2 b^{0} \dot{\xi}^{01}-i(-\dot{a} x+\dot{l})  \tag{5.51}\\
& \dot{\xi}^{03} \xi_{, x}^{04}+\xi^{03} \dot{\xi}_{, x}^{04}=-2 \dot{b}^{0} \xi^{04}-2 b^{0} \dot{\xi}^{04} \tag{5.52}
\end{align*}
$$

Equations (5.45) and (5.48) show that $\dot{\xi}^{03}$ and $\dot{b}^{0}$ are also functions of $x$ only. The solution of Eq. (5.46) is

$$
\begin{equation*}
\dot{m}^{0}=\dot{m} \tag{5.53}
\end{equation*}
$$

where $\dot{m}$ is a real constant. Using the zeroth order Kerr values, Eq. (4.1), the solution of Eq. (5.47) is found to be

$$
\begin{equation*}
\dot{\pi}^{0}=\dot{p}\left(1-x^{2}\right)^{1 / 2} \tag{5.54}
\end{equation*}
$$

where $\dot{p}$ is a real constant. Integration of Eq. (5. 50) yields

$$
\begin{equation*}
\dot{U}^{0}=-3 \sqrt{2} m \dot{p} x+\dot{B} \tag{5.55}
\end{equation*}
$$

where $\dot{B}$ is a real constant. We use the final remaining infinitesimal tetrad freedom $l^{\mu} \rightarrow(1+\dot{A})^{-1} l_{\mu}^{\mu}, n^{\mu} \rightarrow$ $(1+\dot{A}) n^{\mu}$ with $\dot{A}$ constant to set $\dot{B}=0$. The combination of Eqs. (5.45), (5.48), and (5.49) gives

$$
\begin{equation*}
\left[\left(1-x^{2}\right)^{1 / 2} \dot{\xi}^{03}\right]_{, x x}=\sqrt{2} \dot{U}^{0}=-6 m \dot{p} x \tag{5.56}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\dot{\xi}^{03}=\left(1-x^{2}\right)^{-1 / 2}\left[-m \dot{p} x^{3}+\dot{C} x+\dot{E}\right] \tag{5.57}
\end{equation*}
$$

where $\dot{C}$ and $\dot{E}$ are constants. We make use of the remaining freedom $x \rightarrow x+\dot{K} x+\dot{L}$ to set $\dot{C}=\dot{E}=0$. Having solved for $\dot{\xi}^{03}$, the quantities $\dot{t}^{0}$ and $\dot{b}^{0}$ are then obtained immediately from Eqs. (5.45) and (5.48). Finally, integration of Eqs. (5.51) and (5.52) yields the solutions

$$
\begin{align*}
& \xi^{03 \dot{\xi}^{01}}=i \dot{g}_{1}\left(x^{4}\right)+\frac{1}{2} i \dot{a}^{2}-i \dot{i} x-\xi^{01} \dot{\xi}^{03},  \tag{5.58}\\
& \xi^{03 \dot{\xi}^{04}}=i \dot{g}_{4}\left(x^{4}\right)-\xi^{04} \dot{\xi}^{03} \tag{5.59}
\end{align*}
$$

where $\dot{g}_{1}$ and $\dot{g}_{4}$ are arbitrary real functions. We now use the final coordinate freedom, Eq. (5.43) with $\dot{f}_{1}$ and $\dot{f}_{4}$ functions of $x^{4}$ only, to set $\dot{g}_{1}=\dot{g}_{4}=0$.

We have now solved the Kerr perturbation equations in the case $\dot{\psi}_{0}=\dot{\psi}_{4}=0$. We emphasize that no symmetries have been assumed for the solutions and, as yet, we have imposed no boundary conditions.

Having used up every last drop of tetrad and coordinate freedom, we see that the general perturbation of Kerr with $\psi_{0}=\psi_{4}=0$ is fully specified by the four parameters $\dot{m}, \dot{a}, \dot{l}$, and $\dot{p}$. The perturbations generated by $\dot{m}$ and $\dot{a}$ are easily recognized to be the trivial perturbations to other Kerr solutions, i.e., the perturbations one obtains by making infinitesimal variations of the mass and angular momentum parameters of the Kerr solution. The $l$ perturbation is the NUT perturbation, i.e., the perturbation one obtains by linearizing the Kerr-NUT solution ${ }^{16}$ about Kerr. Finally, the perturbation generated by $\dot{p}$ is the perturbation toward Kinnersley's "rotating $C$ metric." ${ }^{15}$ (This can be seen by making the coordinate and parameter substitutions given by Kinnersley in his Ph.D. thesis ${ }^{15}$ to recover Kerr as a limiting case of the rotating $C$ metric, and linearizing the resulting metric about Kerr). Both the NUT and $C$ metric perturbations are physically unacceptable, i.e., they would be excluded by the boundary conditions one would impose in any physical problem. (This can be seen without a detailed study of the pathology of these solutions by noting that they are independent of the coordinates $x^{1}$ and $x^{4}$ and thus are stationary and axisymmetric. If they were wellbehaved, they would violate Carter's theorem ${ }^{3}$ on stationary, axisymmetric perturbations of a black hole.) Thus, we are left with the final conclusion: The only wellbehaved Kerr perturbations with $\dot{\psi}_{0}=\dot{\psi}_{4}=0$ are the trivial $\dot{m}, \dot{a}$ perturbations to other Kerr solutions.

## 6. CONSEQUENCES

The results of the previous two sections prove that the nontrivial part of a perturbation of a Kerr black hole is fully specified by giving the quantity $\dot{\psi}_{0}$ (or $\dot{\psi}_{4}$ ) alone. Namely, if we take the difference between two perturbations with the same $\psi_{0}$, we obtain a perturbation with $\dot{\psi}_{0}=0$. Then, by the results of Sec. 4 , this difference perturbation must also have $\dot{\psi}_{4}=0$, and by the results of of Sec. 5 it therefore must be a trivial $\dot{m}, \dot{a}$ perturbation to other Kerr solutions.

The main importance of this result is that it shows that one does not lose any essential information by working with only the quantity $\dot{\psi}_{0}$ (or $\psi_{4}$ ) alone. Once one has solved Teukolsky's equation ${ }^{12}$ to get $\psi_{0}$ (or $\psi_{4}$ ), the complete gravitational perturbation can be recovered (at least in principle) except for the trivial $\dot{m}, \dot{a}$ parts. This is of particular importance for stability analyses of a Kerr black hole. Since the Kerr geometry is stationary, all Kerr perturbations can be decomposed into modes with time dependence $\exp (\alpha t+i \omega t)$. If there exist any modes with $\alpha>0$ obeying the appropriate boundary conditions at $t=0$, an initially small perturbation will grow without bound, and the Kerr black hole will be unstable. However, the analysis of Press and Teukolsky ${ }^{19}$ indicates that there are no such exponentially blowing-up solutions of Teukolsky's equation for $\dot{\psi}_{4}$. The results proven above rule out the remaining possibility that there might be exponentially growing modes which do not excite $\psi_{4}$ (i.e., for which $\psi_{4}=0$ ).

As a final application of the results of this paper, we reprove Carter's theorem ${ }^{3}$ on stationary Kerr perturbations and generalize it to the nonaxisymmetric case. (As described in Sec. 3 above, Hawking's theorem ${ }^{4}$ cannot exclude well-behaved stationary nonaxisymmetric perturbations of Kerr). Carter ${ }^{3}$ has proven that there can be at most two linearly independent well-behaved stationary, axisymmetric perturbations of a Kerr black hole (or any other stationary, axisymmetric black hole, if others besides Kerr exist). The generalization of this result for Kerr is proven as follows: In the stationary case, Teukolsky's equation can be solved in closed form, and Teukolsky ${ }^{12}$ has found that there are no solutions which are well-behaved both at infinity and on the horizon. Thus, $\psi_{0}=\psi_{4}=0$ for well-behaved stationary perturbations of Kerr. Then, by the results of this paper, it follows that the only well-behaved stationary perturbations of Kerr are the trivial $\dot{m}, \dot{a}$ perturbations to other Kerr solutions. In particular, there are no well-behaved stationary, nonaxisymmetric perturbations of Kerr.
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## APPENDIX: NP VARIABLES AND TETRAD TRANSFORMATIONS

In the NP formalism one chooses at each point in the space-time two real null vectors $l^{\mu}$ and $n^{\mu}$, a complex combination of spacelike vectors $m^{\mu}$ and its complex conjugate $\bar{m}^{\mu}$. The vectors are required to satisfy $l^{\mu} n_{\mu}=-$ $m^{\mu} \bar{m}_{u}=1$, and all other dot products are required to vanish. The spin coefficients and Weyl tensor components used in the formalism are defined as follows:

$$
\begin{aligned}
& \kappa=l_{\mu ; \nu} m^{\mu} l^{\nu}, \quad \nu=-n_{\mu ; \nu} \bar{m}^{\mu} n^{\nu}, \\
& \rho=l_{\mu ; \nu} m^{\mu} \bar{m}^{\nu}, \quad \mu=-n_{\mu ; \nu} \bar{m}^{\mu} m^{\nu}, \\
& \sigma=l_{\mu ; \nu} m^{\mu} m^{\nu}, \quad \lambda=-n_{\mu ; \nu} \bar{m}^{\mu} \bar{m}^{\nu}, \\
& \tau=l_{\mu ; \nu} m^{\mu} n^{\nu}, \quad \pi=-n_{\mu ; \nu} \bar{m}^{\mu} l^{\nu}, \\
& \epsilon=\frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} l^{\nu}-m_{\mu ; \nu} \bar{m}^{\mu} l^{\nu}\right), \\
& \gamma=\frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} n^{\nu}-m_{\mu ; \nu} \bar{m}^{\mu} n^{\nu}\right), \\
& \alpha=\frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} \bar{m}^{\nu}-m_{\mu ; \nu} \bar{m}^{\mu} \bar{m}^{\nu}\right), \\
& \beta=\frac{1}{2}\left(l_{\mu ; \nu} n^{\mu} m^{\nu}-m_{\mu ; \nu} \bar{m}^{\mu} m^{\nu}\right), \\
& \psi_{0}=-C_{\alpha \beta \gamma \delta} l^{\alpha} m^{\beta} l \gamma m^{\delta}, \\
& \psi_{1}=-C_{\alpha \beta \gamma \delta} l^{\alpha} n^{\beta} l \gamma m^{\delta}, \\
& \psi_{2}=-\frac{1}{2} C_{\alpha \beta \gamma \delta}\left(l^{\alpha} n^{\beta} l \gamma n^{\delta}-l^{\alpha} n^{\beta} m \gamma \bar{m}^{\delta}\right), \\
& \psi_{3}=C_{\alpha \beta \gamma \delta} l^{\alpha} n^{\beta} n^{\gamma} \bar{m}^{\delta}, \\
& \psi_{4}=-C_{\alpha \beta \gamma \delta} n^{\alpha} \bar{m}^{\beta} n^{\gamma} \bar{m}^{\delta} .
\end{aligned}
$$

The tetrad transformations which preserve the above orthogonality relations of the tetrad vectors can be decomposed into a product of the following three kinds of transformations.
(1) Null rotations with $l^{\mu}$ fixed:

$$
\begin{aligned}
& l^{\mu} \rightarrow l^{\mu}, \\
& m^{\mu} \rightarrow m^{\mu}+a l^{\mu}, \\
& n^{\mu} \rightarrow n^{\mu}+a \bar{m}^{\mu}+\bar{a} m^{\mu}+a \bar{a} l^{\mu} .
\end{aligned}
$$

(2) Null rotations with $n^{\mu}$ fixed:
$n^{\mu} \rightarrow n^{\mu}$,
$m^{\mu} \rightarrow m^{\mu}+b n^{\mu}$,
$l \mu \rightarrow l^{\mu}+b \bar{m}^{\mu}+\bar{b} m^{\mu}+b \bar{b} n^{\mu}$.
(3) Tetrad rotations:

$$
\begin{aligned}
& l \mu \rightarrow A^{-1} l \mu, \quad n^{\mu} \rightarrow A n^{\mu} \\
& m^{\mu} \rightarrow e^{i \theta} m^{\mu} .
\end{aligned}
$$

(Here $a$ and $b$ are complex, while $A$ and $\theta$ are real.) The behavior of the NP variables under these tetrad transformations can be computed in a straightforward manner from their definitions. Explicit formulas are given in Kinnersley's thesis ${ }^{15}$ and by Aronson and Newman. ${ }^{20}$
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# Facial aspect of superposition principle in algebraic quantum theory 
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A facial version of superposition principle is introduced in algebraic quantum theory; similar to the quantum logic approach it exhibits characteristic features of quantum theory. It is shown that any pair of primary states satisfy the superposition principle if and only if they are quasiequivalent. A coherent sector is then defined as a quasi-equivalent class of primary states, which holds for both pure states in quantum theory and pure thermodynamic phases in quantum statistical mechanics.

One of the basic assumptions in quantum theory is the superposition principle of quantum states. In the traditional framework of quantum mechanics, it is transcribed mathematically as the linearity of states, which is similar to the linearity of some equations of motion describing physical properties in classical mechanics. However, the physical background of superposition principles in quantum systems is extremely different from classical systems, in fact, it contains the essential properties of quantum mechanics. One cannot see such implication from the superposition principle formulated in conventional quantum mechanics. Even in the recent algebraic approach, the superposition of two pure states formulated by Roberts and Roestorff ${ }^{1}$ does not exhibit any further properties of quantum mechanics.

On the other hand, in the quantum logic approach, superposition principle implies essential features of quantum mechanics. The superposition principle is formulated for atomic proposition by Jauch ${ }^{2}$ as follows: For any pair of atomic propositions $e_{1}$ and $e_{2}$ with $e_{1} \neq$ $e_{2}$, there exists an atomic proposition $e_{3}$ such that $e_{3} \neq$ $e_{1}, e_{3} \neq e_{2}$ and satisfying

$$
e_{1} \vee e_{2}=e_{1} \vee e_{3}=e_{2} \vee e_{3}
$$

An immediate consequence is that the sublattice generated by $e_{1}, e_{2}$ and $e_{3}$, satisfying the above relation, cannot be Boolean. Therefore, superposition principle in the above form implies the non-Boolean structure of proposition system, it is why the superposition principles is so characteristic in quantum systems. We refer to Jauch's book ${ }^{2}$ for detailed definitions of propositions and physical contents of the above formulation for superposition principle.

Jauch's formulation is indeed the superposition for (atomic) propositions but not for states. Hence a question arises; whether there is a similar form for the superposition of states, say, in algebraic approach. Furthermore, in $C^{*}$-algebraic framework ${ }^{1}$, the superposition is defined only for pure states; and the coherent sectors, within which superposition principle holds unrestrictedly, are also defined only for irreducible representations. It is inadequate to the states in quantum statistical mechanics, e.g., the equilibrium states in an infinite system can never be pure states at finite temperature. Therefore, another question: Is there another version of the superposition principle and the coherent sector which is adequate to both pure states and equilibrium states?

In the present note, we introduce in the algebraic approach a facial form of the superposition principle for states, which, similar to the quantum logic approach, exhibits the characteristic features of quantum systems, and which is applicable to states both in quantum theory and statistical mechanics. It is shown that two primary states satisfy the superposition principle if and only if
they are quasi-equivalent. A coherent sector is then defined as a quasi-equivalent class of primary states; it is adequate to both pure states and pure thermodynamic phases. Several examples of physical interest are given to illustrate some properties of coherent sectors. We also compare our superposition principle with other versions of superposition in $C^{*}$-algebraic formulation and quantum logic approach.
Before we begin our formulation within the framework of von Neumann algebras, we recall some elementary definitions from the theory of compact convex sets.

Given a partially ordered vector space $X$ with generating cone $X^{+}$. A subset $F$ of $X^{+}$is said to be a face if and only if it is closed under addition and multiplication by positive scalars and is such that if $x \in F$ and $y \in X$ with $0 \leq y \leq x$, then $y \in F$. A complementary set $F^{\prime}$ of $F$ is the union of all faces $H$ of $X^{+}$such that $H \cap F=\{0\} . F$ is a split face if the complementary set $F^{\prime}$ is a face and each element $x \in X^{+}$has a unique decomposition $x=x_{1}+$ $x_{2}$ with $x_{1} \in F$ and $x_{2} \in F^{\prime}$. In fact, we are interested in the faces and split faces on the predual of a von Neumann algebra, in particular, those generated by normal states.

Let $\mathfrak{T K}$ be a von Neumann algebra acting on a Hilbert space $\mathscr{H}$, and $\mathscr{N}_{*}^{+}$the positive cone of the predual $\mathscr{T H}_{*}$ of $\mathfrak{N}$. If $\varphi$ is a normal state of $\mathfrak{N}$, then there is a unique projection $e_{\varphi}$ in $\mathfrak{N K}$, the support of $\varphi$, such that $\mathfrak{T K}\left(1-e_{\varphi}\right)$ $=\left\{x \in \mathscr{K} ; \varphi\left(x^{*} x\right)=0\right\} . e_{\varphi}$ is the smallest projection in $\mathfrak{T l}$ such that $\varphi\left(e_{\varphi}\right)=\varphi(1)$ and $\varphi_{e_{\varphi}}=\varphi$, where $\varphi_{x}\left({ }^{\cdot}\right)=$ $\varphi\left(x^{*} \cdot x\right) / \varphi\left(x^{*} x\right)$ for $x \in \mathfrak{M}$, with $\varphi\left(x^{*} x\right) \neq 0$.

Given two normal states $\varphi_{1}, \varphi_{2}$ of $9 \pi$, the normclosure of the smallest face of $\mathfrak{M}_{*}^{+}$containing $\varphi_{1}$ (resp. $\left.\left\{\varphi_{1}, \varphi_{2}\right\}\right)$ is denoted by $F\left(\varphi_{1}\right)$ [resp. $\left.F\left(\varphi_{1}, \varphi_{2}\right)\right]$. Similarly the norm-closure of the smallest split face of $\mathbb{N}_{*}^{*}$ containing $\varphi_{1}$ (resp. $\left\{\varphi_{1}, \varphi_{2}\right\}$ ) is denoted by $H\left(\varphi_{1}\right)$ [resp. $\left.H\left(\varphi_{1}, \varphi_{2}\right)\right]$. The norm-closed faces and split faces on $\mathfrak{N K}_{*}^{+}$can be characterized by the projections and central projections in $9 \pi,{ }^{3,4}$ In fact, $F\left(\varphi_{1}\right)$ and $F\left(\varphi_{1}, \varphi_{2}\right)$ are characterized by $e_{\varphi_{1}}$ and $e_{\varphi_{1}} \vee e_{\varphi_{2}}$, respectively. ${ }^{3}$ And, $H(\varphi)$ is by the central support $c\left(e_{\varphi}^{2}\right)$ of $e_{\varphi}{ }^{4}$

Furthermore, $e_{\varphi}$ can be considered as the decision effect of the microscopic object in the quantum mechanical measurement. ${ }^{3}$ It has been shown that the set of decision effects 6 forms a complete orthocomplemented lattice, ${ }^{3}$ which is similar to the proposition system in quantum logic approach. By considering $e_{\varphi}$ as a decision effect, one can apply the same physical illustrations given by Jauch, ${ }^{2}$ and formulate a similar version of superposition principle as follows:

For any pair of normal states $\varphi_{1}, \varphi_{2}$ with $e_{\varphi_{1}} \wedge e_{\varphi_{2}}=0$ there exists a normal state $\varphi_{3}$ such that $e_{\varphi_{3}} \wedge e_{\varphi_{1}}=e_{\varphi_{3}} \wedge$ $e_{\varphi_{2}}=0$ and satisfying

$$
\begin{equation*}
e_{\varphi_{1}} \vee e_{\varphi_{2}}=e_{\varphi_{1}} \vee e_{\varphi_{3}}=e_{\varphi_{2}} \vee e_{\varphi_{3}} \tag{1}
\end{equation*}
$$

From the above arguments, this relation is equivalent to the following form:

$$
\begin{equation*}
F\left(\varphi_{1}, \varphi_{2}\right)=F\left(\varphi_{1}, \varphi_{3}\right)=F\left(\varphi_{2}, \varphi_{3}\right) . \tag{2}
\end{equation*}
$$

This is why we may call the above version the facial superposition principle. $\varphi_{3}$ is the superposition of $\varphi_{1}$ and $\varphi_{2}$. We note that our hypothesis is different from the proposition system, however, $e_{\varphi_{1}} \wedge e_{\varphi_{2}}=0$ implies $e_{\varphi_{1}} \neq e_{\varphi_{2}}$. We shall see later that there is indeed an equivalent class of states satisfying the relation (1). Before showing this assertion, let us make some remarks:

Remark 1: Similar to propositions, ${ }^{2}$ it is easy to see that the lattice generated by $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$ are not Boolean whenever they satisfy the relation (1); in fact if they were Boolean, then $e_{\varphi_{3}} \wedge\left(e_{\varphi_{1}} \vee e_{\varphi_{2}}\right)=\left(e_{\varphi_{3}} \wedge e_{\varphi_{1}}\right) \vee$ ( $e_{\psi_{3}} \wedge e_{\varphi_{2}}$ ). This relation is not true, since by the assumption, $e_{\varphi_{3}} \wedge e_{\varphi_{1}}=0, e_{\varphi_{3}} \wedge e_{\varphi_{2}}=0$, hence the right-hand side is equal to 0 . On the other hand, $e_{\varphi_{3}}<e_{\varphi_{1}} \vee e_{\varphi_{2}}$, the lefthand side is equal to $e_{\varphi_{3}}$.

Remark 2: Suppose $\left[e_{\varphi_{1}}, e_{\varphi_{3}}\right]=\left[e_{\varphi_{2}}, e_{\varphi_{3}}\right]=0$, then $e_{\varphi_{1}} \vee e_{\varphi_{3}}=e_{\varphi_{1}}+e_{\varphi_{3}}-e_{\varphi_{1}} e_{\varphi_{3}}$, and $e_{\varphi_{2}} \vee e_{\varphi_{3}}=e_{\varphi_{2}}+e_{\varphi_{3}}-$ $e_{\varphi_{2}} e_{\varphi_{3}}$. If they satisfy the relation (1) then by an immediate calculation $e_{\varphi_{1}}=e_{\varphi_{2}}$ which is impossible by the hypothesis. Hence, $e_{\varphi_{3}}$ cannot commute with $e_{\varphi_{1}}$ and $e_{\varphi_{2}}$, respectively. Similarly, one can show that $e_{\varphi_{1}}$ and $e_{\varphi_{2}}$ are not commutative.

Remark 3: If $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$ are mutually orthogonal, then $e_{\varphi_{1}} \vee e_{\varphi_{2}}=e_{\varphi_{1}}+e_{\varphi_{2}}, e_{\varphi_{1}} \vee e_{\varphi_{3}}=e_{\varphi_{1}}+e_{\varphi_{3}}$, and $e_{\varphi_{2}} \vee e_{\varphi_{3}}$ $=e_{\varphi_{2}}+e_{\varphi_{3}}$. Obviously, they cannot satisfy the facial superposition principle.

Remark 4: If we consider $e$ is a decision effect,
 Similar to the proposition system, ${ }^{2}$ if each pair of decision effects satisfy the relation (1), then ${ }^{[3}$ is irreducible in the sense that it is impossible to reduce ${ }^{\circ}$ anto the direct union of two lattices. ${ }^{2}$

The above remarks show that the facial superposition principle exhibits some essential properties of quantum mechanics.

We recall that two states $\varphi_{1}$ and $\varphi_{2}$ of a $C^{*}$-algebra $\mathfrak{A}$ are quasi-equivalent (resp. disjoint) if their cyclic representations $\pi_{\varphi_{1}}$ and $\pi_{\varphi_{2}}$ induced by $\varphi_{1}$ and $\varphi_{2}$, respectively, are quasi-equivalent (resp. disjoint); $\varphi$ is primary if $\pi_{\varphi}(\mathfrak{A})^{\prime \prime}$ is a factor. This notion can be transcribed in the norm-closed split faces in our case as follows; $\varphi_{1}$ and $\varphi_{2}$ are quasi-equivalent if and only if $H\left(\varphi_{1}\right)=H\left(\varphi_{2}\right)$, which is equivalent to $c\left(e_{\varphi_{1}}\right)=c\left(e_{\varphi_{2}}\right)$, the central supports of $e_{\varphi}$ and $e_{\varphi_{2}}$, respectively. $\varphi_{1}$ and $\varphi_{2}$ are disjoint if and only if $H\left(\varphi_{1}\right)^{2} \cap H\left(\varphi_{2}\right)=\{0\}$, which is corresponding to $c\left(e_{\varphi_{1}}\right) \wedge c\left(e_{\varphi_{2}}\right)=0$. However, $c\left(e_{\varphi_{1}}\right)$ and $c\left(e_{\varphi_{2}}\right)$ commute, hence $c\left(e_{\varphi_{1}}\right) \wedge c\left(e_{\varphi_{2}}\right)=c\left(e_{\varphi_{1}}\right) c\left(e_{\varphi_{2}}\right)=0$, which implies $c\left(e_{\varphi_{1}}\right)$ and $c\left(e_{\varphi_{2}}\right)$ are orthogonal. We are now able to characterize those states satisfying the facial superposition principle.

Let $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ be primary normal states with supports $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$ satisfying the relation (1). Suppose that $\varphi_{1}^{1}, \varphi_{2}$, and $\varphi_{3}$ are mutually disjoint, then by the preceding argument, $c\left(e_{\varphi_{1}}\right), c\left(e_{\varphi_{2}}\right)$, and $c\left(e_{\varphi_{3}}\right)$ are mutually
orthogonal. Hence $c\left(e_{\varphi_{1}}\right) \vee c\left(e_{\varphi_{2}}\right)=c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{2}}\right), c\left(e_{\varphi_{1}}\right) \vee$ $c\left(e_{\varphi_{3}}\right)=c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{3}}\right)$. And by the definition of central support, $c\left(e_{\varphi_{i}}\right)>e_{\varphi_{i}}(i=1,2,3)$, thus $c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{2}}\right)>$ $e_{\varphi_{1}} \vee e_{\varphi_{2}}$. It follows that

$$
\begin{equation*}
\left[c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{2}}\right)\right]\left(e_{\varphi_{1}} \vee e_{\varphi_{2}}\right)=e_{\varphi_{1}} \vee e_{\varphi_{2}} \tag{3}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left[c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{3}}\right)\right]\left(e_{\varphi_{1}} \vee e_{\varphi_{3}}\right)=e_{\varphi_{1}} \vee e_{\varphi_{3}} \tag{4}
\end{equation*}
$$

By the relation (1), (3) equals (4), hence

$$
c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{2}}\right)=c\left(e_{\varphi_{1}}\right)+c\left(e_{\varphi_{3}}\right) .
$$

Thus, $c\left(e_{\varphi_{2}}\right)=c\left(e_{\varphi_{3}}\right)$, which is impossible by the assumption that $\varphi_{2}$ and $\varphi_{3}$ are primary and disjoint. Therefore, $\varphi_{2}$ and $\varphi_{3}$ are quasi-equivalent. Similarly, $\varphi_{1}$ and $\varphi_{2}$ are quasi-equivalent Hence $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ belong to a quasiequivalent class.
Conversely, if $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ are quasi-equivalent, then $c\left(e_{\varphi_{1}}\right)=c\left(e_{\varphi_{2}}\right)=c\left(e_{\varphi_{3}}\right)$. But, $c\left(e_{\varphi_{1}}\right) \vee c\left(e_{\varphi_{2}}\right)>e_{\varphi_{1}} \vee e_{\varphi_{2}}$, hence $c\left(e_{\varphi_{1}}\right)>e_{\varphi_{1}} \vee e_{\varphi_{2}}$. It follows that $1-c\left(e_{\varphi_{1}}\right)<1-$ ( $e_{\varphi_{1}} \vee e_{\varphi_{2}}$ ), so that

$$
\begin{equation*}
\left[1-\left(e_{\varphi_{1}} \vee e_{\varphi_{2}}\right)\right]\left[1-c\left(e_{\varphi_{1}}\right)\right]=1-c\left(e_{\varphi_{1}}\right) . \tag{5}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
\left[1-\left(e_{\varphi_{1}} \vee e_{\varphi_{3}}\right)\right]\left[1-c\left(e_{\varphi_{3}}\right)\right]=1-c\left(e_{\varphi_{3}}\right) . \tag{6}
\end{equation*}
$$

By assumption, $c\left(e_{\varphi_{1}}\right)=c\left(e_{\varphi_{3}}\right)$, thus (5) equals (6), and $1-\left(e_{\varphi_{1}} \vee e_{\varphi_{2}}\right)=1-\left(e_{\varphi_{1}} \vee e_{\varphi_{3}}\right)$, hence

$$
e_{\varphi_{1}} \vee e_{\varphi_{2}}=e_{\varphi_{1}} \vee e_{\varphi_{3}} .
$$

Similarly, one can show that $e_{\varphi_{1}} \vee e_{\varphi_{2}}=e_{\varphi_{2}} \vee e_{\varphi_{3}}$. Thus $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$ satisfy the relation (1). Therefore we have proved the following:

Proposition 1: Let $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ be primary normal states with supports $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$. Then $e_{\varphi_{1}}$, $e_{\varphi_{2}}$, and $e_{\varphi_{3}}$ satisfy the relation (1) if and only if $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ are quasi-equivalent.
If we consider a $C^{*}$-algebra $\mathfrak{A}$ with identity, then the double dual $\mathfrak{A}^{* *}$ of $\mathscr{A}$ is a von Neumann algebra, and the dual $\mathfrak{U}^{*}$ of $\mathfrak{U}$ coincides with the predual of $\mathfrak{U}{ }^{* *}$. Moreover, $\mathfrak{q}_{[ }$can be regarded as a $C^{*}$-subalgebra embedded into $\mathscr{R}^{* *}$. Therefore the above formulation and result can be transferred to the states on a $C^{*}$-algebra.

From Proposition 1, it is natural to define a coherent sector as a quasi-equivalent class of primary states on a $C^{*}$-algebra. This definition meets the physical requirement of a coherent sector, where superposition of states can be performed unrestrictedly. Some remarks about coherent sectors are given:

Remark 5: We note that our notion of coherent sector is slightly different from the coherence of proposition system given by Jauch. ${ }^{2}$

Remark 6: For pure states, quasi-equivalence is coincided with unitary equivalence, hence our definition of coherent sector is equivalent to the sector in $C^{*}$ algebraic approach. ${ }^{1}$ Moreover, Proposition 1, and hence, coherent sectors are interesting in particular for the case of equilibrium states in quantum statistical
mechanics, where pure phases are expressed mathematically as primary states.

Remark 7: Let $\mathfrak{F}$ be the set of all primary states of a $C^{*}$-algebra $\mathfrak{A}$, then the coherent sectors $Q_{\alpha}$ form a disjoint covering of $\tilde{F}$. Since each coher ent sector $Q_{\alpha}$ corresponds to a central projection $e_{\alpha}$ in $\mathfrak{a}^{* *}$, regarded as a von Neumann algebra acting on a Hilbert space $\mathfrak{K}$, hence the disjointness of $\left\{Q_{\alpha}\right\}$ implies the orthogonality of $\left\{e_{\alpha}\right\}$. Therefore, the corresponding Hilbert space $\mathcal{H}$ can be decomposed into the direct sum of coherent subspaces $\mathscr{H}_{\alpha}=e_{\alpha} \mathscr{H}$, i.e., $\mathscr{H}=\oplus_{\alpha} \mathscr{K}_{\alpha}$, which amounts to a system with commutative discrete superselection rules in the conventional quantum mechanics.

There are many examples for quasi-equivalent classes of primary states in mathematical literature. We mention here only some of those having physical interest.

Example 1: Given a $C^{*}$-algebra $\mathfrak{A}$ with identity, let $G$ be a group represented as a large group of automorphism of $\mathfrak{A}, 5$ and $\mathcal{S}^{G}$ be the set of all $G$-invariant states on $\mathfrak{A}$. If the set of extremal points of $S^{G}$ is denoted by $E\left(\mathcal{S}^{G}\right)$, and $\varphi_{1}, \varphi_{2} \in E\left(\mathcal{S}^{G}\right) \cap \tilde{F}$, then $\varphi_{1}, \varphi_{2} \in Q_{\alpha}$ if and only if $\left\|\varphi_{1}-\varphi_{2}\right\|<2 .{ }^{6}$ Indeed, if $Q_{\alpha}^{G}=E\left(S^{G}\right) \cap Q_{\alpha}$, then $Q_{\alpha}^{G}=\left\{\varphi_{\alpha}\right\}$, whenever $Q_{\alpha}^{G} \neq \emptyset$.

Example 2: Let $\mathfrak{A}$ be a $C^{*}$-algebra with net $\left\{\mathscr{A}_{\alpha}\right\}$ of sub- $C^{*}$-algebras in the sense of Ref. 7 , then a coherent sector $Q$ of $\mathfrak{A}$ has the following property: For any pair $\varphi_{1}, \varphi_{2} \in Q$ and each $\epsilon>0$, there is an $\mathfrak{U}_{\alpha}$ in the net such that

$$
\left\|\varphi_{1}\left|\mathfrak{A}_{\alpha}^{c}-\varphi_{2}\right| \mathfrak{A}_{\alpha}^{c}\right\| \leq \epsilon,
$$

where $\mathscr{H}_{\alpha}^{c}$ is the relative commutant of $\mathscr{A}_{\alpha}$ in $\mathfrak{X} .{ }^{7}$
In the case of a quasilocal algebra $\mathfrak{A}$ of a quantum spin system, a coherent sector of states with short-range correlation has the same property as above. 8

Example 3: For the equilibrium states on an infinite system at a given temperature, two KMS states for two different temperatures are disjoint. ${ }^{9}$ Hence pure phases, which are primary KMS states, for different temperature belong to different coherent sectors.

Example 4: In the case of macroscopic observables in the quantum mechanical measurement as discussed by Hepp, ${ }^{10}$ two primary states belong to two different coherent sectors whenever there exist two different expectation values of macroscopic observables in these states. For the details about coherence and classical observables, we refer to Ref. 10. We note that the notation of coherence given by Hepp is also slightly different from our coherent sector, however both of them are coincided for primary states.

As we have noted in Remark 6, our definition of coherent sectors are equivalent to the sectors of pure states given by Roberts and Roepstorff. ${ }^{1}$ In fact, their superposition of states is defined as follows ${ }^{1}$ : Let $\varphi$ be a pure state of a $C^{*}$-algebra $\mathfrak{A}$, and $x_{1}, x_{2} \in \mathfrak{A}$ be linearly independent such that $\varphi\left(x_{1}^{*} x_{1}\right) \neq 0, \varphi\left(x_{2}^{*} x_{2}\right) \neq 0$, then $\varphi_{x_{1}+x_{2}}$ is called a superposition of $\varphi_{x_{1}}$ and $\varphi_{x_{2}}$, where $\varphi_{x}(\cdot)=\varphi\left(x^{*} \cdot x\right) / \varphi\left(x^{*} x\right)$ for $x \in \mathfrak{A}$. We shall show that this notion of superposition for primary states is also related to ours; more precisely, $\varphi_{x_{1}+x_{2}}, \varphi_{x_{1}}$, and $\varphi_{x_{2}}$ all
belong to the same coherent sector. This can be seen from the following.

Proposition 2: If $\varphi$ is a primary state, then $\varphi_{x}$ and $\varphi$ belong to the same coherent sector.

Proof: At first we have to show that $\varphi_{x}$ is also primary. Let us recall a partial ordering on the state space of $\mathfrak{A}$; two states $\varphi$ and $\psi$ on $\mathfrak{A}$ are in the relation $\varphi \lesssim \psi$ whenever $\bar{\varphi} \subseteq \tilde{\psi}$, where $\bar{\varphi}$ is the norm-closure of the set $\left\{\varphi_{x} ; x \in \mathfrak{A}\right\}$. And, $\varphi \lesssim \psi$ if and only if $\varphi \in \tilde{\psi}$. Moreover, $\varphi$ is primary if and only if $\Sigma$ totally orders $\bar{\varphi}$. We refer to Emch's book ${ }^{11}$ for a detailed exposition of this ordering defined by Kadison. Applying to our special case: $\varphi_{x} \in \tilde{\varphi}$, hence $\lesssim$ also totally orders $\tilde{\varphi}_{x}$, so that $\varphi_{x}$ is also primary.

Let $H(\varphi)$ and $H\left(\varphi_{x}\right)$ be the norm-closures of the smallest split faces containing $\varphi$ and $\varphi_{x}$, respectively. As $H\left(\varphi_{x}\right) \subseteq H(\varphi), H\left(\varphi_{x}\right) \cap H(\varphi) \neq\{0\}$, hence $\varphi_{x}$ and $\varphi$ are not disjoint. But, $\varphi$ and $\varphi_{x}$ are primary, by assumption and the above argument, therefore $\varphi$ and $\varphi_{x}$ are quasi-equivalent, which implies that $\varphi_{x}$ and $\varphi$ belong to the same coherent sector.

From Proposition 2, it follows that $\varphi_{x_{1}+x_{2}}, \varphi_{x_{1}}, \varphi_{x_{2}}$ all
elong to the coherent sector containing $\varphi_{.}$
We give a final remark, to compare our version of superposition with another one defined by Varadarajan in quantum logic approach. ${ }^{12}$ A lattice $\mathfrak{L}$ with zero element 0 and unit element 1 , equipped with an orthocomplementation $a \rightarrow a^{\prime}$, is called a logic, if (i) for any countably infinite sequence $a_{1}, a_{2}, \ldots$ of elements of $\mathcal{L}$, $\vee_{n} a_{n}$ and $\wedge_{n} a_{n}$ exist in $\mathscr{L}$, (ii) if $a_{1}, a_{2} \in \mathscr{L}$ and $a_{1}<a_{2}$, there exists an element $a_{3} \in \mathscr{L}$ such that $a_{3}<a_{1}^{\prime}$ and $a_{3} \vee a_{1}=a_{2}$. Furthermore, a state on a logic $\mathscr{L}$ is a real-valued function $p: a \rightarrow p(a)$ for $a \in \mathscr{L}$, such that (i) $0 \leq p(a) \leq 1$ for all $a \in \mathscr{L}$, (ii) $p(0)=0, p(1)=1$, and (iii) if $a_{1}, a_{2}, \cdots$ is a sequence of mutually orthogonal elements of $\mathcal{L}$ and $a=\vee_{n} a_{n}$, then $p(a)=\sum_{n} p\left(a_{n}\right)$.

It has been shown ${ }^{3}$ that the set of all decision effects Fs is a logic. It is not difficult to see that a normal state restricting on (5) satisfying the above conditions of a state on a logic, indeed (iii) holds in particular for a normal state.

Let $p_{1}$ and $p_{2}$ be two states on a logic 2 . A state $p_{0}$ on $\mathfrak{2}$ is called a superposition of $p_{1}$ and $p_{2}$ if the following property is satisfied ${ }^{12}$ :

$$
\begin{equation*}
a \in \mathcal{L}, p_{1}(a)=p_{2}(a)=0 \quad \text { implies } p_{0}(a)=0 \tag{7}
\end{equation*}
$$

Given three normal states $\varphi_{1}, \varphi_{2}$, and $\varphi_{3}$ with supports $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$, respectively, if $e_{\varphi_{1}}, e_{\varphi_{2}}$, and $e_{\varphi_{3}}$ satisfy the relation (1), then $e_{\varphi_{3}}<e_{\varphi_{1}} \vee e_{\varphi_{2}}$ which implies

$$
\begin{equation*}
F\left(\varphi_{3}\right) \subseteq F\left(\varphi_{1}, \varphi_{2}\right) \tag{8}
\end{equation*}
$$

If we denote by $\Re$ (resp. $M_{+}$) the set of all normal states (resp. the positive portion) of a von Neumann algebra $\mathfrak{M}$. Let $\mathfrak{D}$ (resp. $\mathcal{S}$ ) be a subset of $\mathfrak{R}$ (resp. $\mathbb{N}_{+}$), and $\mathbb{D}^{\perp}=\left\{x \in \mathfrak{M}_{+} ; \varphi(x)=0\right.$ for all $\left.\varphi \in \mathfrak{D}^{\perp}\right\} \mathcal{S}^{\perp}=\{\varphi \in$ $\mathfrak{N} ; \varphi(x)=0$ for all $x \in S\}$. Then $F\left(\varphi_{3}\right)=\left\{\varphi_{3}\right\}^{\perp \perp}$, and $F\left(\varphi_{1}, \varphi_{2}\right)=\{\tau\}^{\perp \perp}$, where $\tau=\lambda \varphi_{1}+(1-\lambda) \varphi_{2}$ with $\lambda \in$ $(0,1) .{ }^{3}$ Hence, the relation (8) implies $\{\tau\}^{\perp} \subseteq\left\{\varphi_{3}\right\}^{\perp}$, as $\left\{\varphi_{1}, \varphi_{2}\right\}^{\perp} \subseteq\{\tau\}^{\perp}$. Therefore,

$$
\begin{equation*}
\left\{\varphi_{1}, \varphi_{2}\right\}^{\perp} \subseteq\left\{\varphi_{3}\right\}^{\perp} \tag{9}
\end{equation*}
$$

It is easy to see that for those $e \in\left(\begin{array}{cl}\text { such that } \varphi_{1}(e)= \\ \text { such }\end{array}\right.$ $\varphi_{2}(e)=0$, then $e \in\left\{\varphi_{1}, \varphi_{2}\right\}^{\perp}$, hence by ( 9$), \varphi_{3}(e)=0$, which satisfies the condition (7). Therefore we have shown that our superposition $\varphi_{3}$ is a superposition of $\varphi_{1}$ and $\varphi_{2}$ on logic © , whenever $\varphi_{3}$ is restricted on (8).
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#### Abstract

The one-dimensional mathematical problem of finding the scattering amplitude for weak reflection by slowly and continuously varying plane layered media was defined and solved by an extension of the WKB method by Chakraborty. A further study of the solution of this problem near the zeros of the parameters is considered in this note. We find quantities proportional to the energy density and energy flux density. In the last section some speculative remarks about possible lines of future work are made.


## I. INTRODUCTION

The one-dimensional mathematical problem of finding the scattering amplitude for weak reflection by slowly and continuously varying plane layered media was defined and solved by an extension of the WKB method by Chakraborty. ${ }^{1}$ The investigation should be of interest to a wide range of physicists dealing with certain mathematical aspects of wave propagation. In the present note we further extend the study of the pair of first-order differential equations

$$
\begin{align*}
& \alpha^{2} u+i v^{\prime}=0  \tag{1.1}\\
& \beta^{2} v+i u^{\prime}=0 \tag{1.2}
\end{align*}
$$

where $\alpha^{2}, \beta^{2}$ are the slowly varying parameters and a primed quantity means derivative of the corresponding unprimed quantity with respect to the independent variable $\xi$. The solution of these equations in the neighborhood of the singularities of the solutions of one of $u$ and $v$ or of both will now be considered. For the physical problem of propagation of waves through a slowly varying medium, the region containing these singularities is identified with the region where the direction of propagation is parallel to the layers of equal value of the slowly varying parameter. A special case of this solution can be identified with the solution of the TM field equations (Landau and Lifshitz ${ }^{2}$ ) for slowly varying dielectric media in the neighborhood of the zero of the dielectric constant.

Broer and Van Vroonhoven ${ }^{3}$ have defined two quantities which can be taken to be proportional to the energy density and the energy flux density in any actual physical problem. These two quantities were defined in terms of the field variable $\psi$ which satisfies the second-order one-dimensional wave equation

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial \xi^{2}}-\frac{1}{c^{2}(\xi)} \frac{\partial^{2} \psi}{\partial t^{2}}=0 \tag{1.3}
\end{equation*}
$$

We have extended the ideas of Broer and Van Vroonhouen by finding the values of energy density and energy flux density in terms of the two field variables $u$ and $v$ which occur in our pair of first-order equations (1.1), (1.2). But we have found that the ideas of Broer and Van Vroonhouen cannot be uniquely extended to the onedimensional Klein-Gordon equation. The Klein-Gordon equation is usually obtained from the self-consistent system of plasma field equations having first-order partial deviatives with respect to time and space which yield for $\partial / \partial t=-i w$ the pair of equations of the type (1.1), (1.2).

We define some three-dimensional reflection prob-
lems. The $n$-dimensional generalized multivariable reflection problem in which $n$ field variables and their $n$ first order derivatives are linearly related by $n$ linear simultaneous algebraic equations is stated.

## II. SOLUTION NEAR A ZERO OF THE PARAMETERS

The second-order equations for $u$ and $v$ obtained from (1.1), (1.2) are

$$
\begin{align*}
& u^{\prime \prime}-\left(\log \beta^{2}\right)^{\prime} u^{\prime}+\alpha^{2} \beta^{2} u=0  \tag{2.1}\\
& v^{\prime \prime}-\left(\log \alpha^{2}\right)^{\prime} v^{\prime}+\alpha^{2} \beta^{2} v=0 \tag{2.2}
\end{align*}
$$

To show the behavior of these equations in the neighbor hood of a zero of $\alpha^{2} \beta^{2}$ on traditional lines, we put

$$
\begin{align*}
& \alpha^{2} \beta^{2}=-A_{0}\left(\xi-\xi_{0}\right)  \tag{2,3}\\
& \rho=A_{0}^{1 / 3}\left(\xi-\xi_{0}\right) \tag{2.4}
\end{align*}
$$

and get

$$
\begin{align*}
& {\left[D^{2}-\beta(1 / \beta)^{\prime \prime}-\rho\right](u / \beta)=0} \\
& {\left[D^{2}-\alpha(1 / \alpha)^{\prime \prime}-\rho\right](v / \alpha)=0} \tag{2.5}
\end{align*}
$$

where $D=d / d \rho, x^{\prime}=d x / d \rho$, etc. The value of $\rho$ obtained from the equation $\rho+\beta(1 / \beta)^{\prime \prime}=0$ is not in general identical to $\rho$ obtained from $\rho+\alpha(1 / \alpha)^{\prime \prime}=0$ because $\alpha$ and $\beta$ do not necessarily have identical functional dependence on $\rho$ or on $\xi$. Hence the point at which the direction of propagation of $u$ is perpendicular to the $\xi$ axis is not identical to the similar point for $v$. In other words, the position of the mirror for $u$ does not coincide with that for $v$ if $\alpha$ and $\beta$ are slowly varying with respect to $\xi$. Budden (Ref. 4, Sec. 9.2) pointed out this peculiar behavior in the Maxwell equations in a medium in which the dielectric constant varies slowly in space. He commented that the solutions do not represent progressive waves because in a progressive wave field the variation in $\xi$ is contained in the factor $\exp \varphi(\xi)$ which should be same for all of the associated field variables. The physically interesting point is that the motion of a surface of constant $u$ is not identical with that for $v$.

The pair of equations (1.1), (1.2) for electromagnetic wave propagation in slowly varying dielectric medium (Bremmer ${ }^{5}$ ), in plasma (Chakraborty, 1970) ${ }^{6}$ or for acoustic type of propagation in slowly varying warm plasma (chakraborty ${ }^{7}$ ) are such that $\alpha^{2}, \beta^{2}$ are connected in a specific way, for example, in one or the other of the following forms

$$
\begin{equation*}
\beta^{2}=a_{0}^{2}+\alpha^{2}, \quad \beta^{2}=b_{0}^{2} \alpha^{2}, \quad \alpha^{2}=\alpha_{0}^{2}-\frac{\alpha_{1}^{2}}{\beta^{2}} \tag{2.6}
\end{equation*}
$$

where $a_{0}^{2}, b_{0}^{2}, \alpha_{0}^{2}, \alpha_{1}^{2}$ are constant. We consider the relation

$$
\begin{equation*}
\alpha^{2}=\alpha_{0}^{2}-\alpha_{1}^{2} / \beta^{2} \tag{2.7}
\end{equation*}
$$

for an interesting solution of (1.1), (1.2) which should not be identified with the material given beneath equation (2.2). In this case, the equation $\rho+\alpha(1 / \alpha)^{\prime \prime}=0$ yields the equation

$$
\rho+\beta\left(\frac{1}{\beta}\right)^{\prime \prime}=\rho\left(2-\frac{\alpha_{0}^{2} \beta^{2}}{\alpha_{1}^{2}}\right)-\frac{\beta^{\prime 2}}{\beta^{2}} \frac{\left(\alpha_{0}^{2}+2 \alpha_{1}^{2} / \beta^{2}\right)}{\alpha_{0}^{2}-\alpha_{1}^{2} / \beta^{2}},
$$

which is in general different from the equation $\rho+\beta(1 /$ $\beta$ )" $=0$ for a wide range of continuous functions $\beta$ of $\rho$. Writing (2.1) as

$$
\begin{equation*}
\left(u^{\prime} / \beta^{2}\right)^{\prime}+\alpha^{2} u=0 \tag{2.8}
\end{equation*}
$$

putting $\beta^{2}=a\left(\xi-\xi_{0}\right), \alpha^{2}$ from (2.7) into (2.8) we get

$$
\begin{equation*}
u^{\prime \prime}-u^{\prime} / \rho+\left(\alpha_{0}^{2} a \rho-\alpha_{1}^{2}\right) u=0 \tag{2.9}
\end{equation*}
$$

where now $\rho=\xi-\xi_{0}, x^{\prime}=d x / d \rho$, etc. This equation for $u$ is identical in form to the equation for the induced magnetic field $H$ of Landau and Lifshitz (Ref. 2, p. 286, Problem 1) [which is $H y$ of the TM field of Chakraborty (1970)]. Following Landau and Lifshitz, therefore, for $\alpha_{1} \neq 0$ the two independent solutions,

$$
\begin{align*}
& u_{1}(\rho)=\rho^{2}+\alpha_{1}^{2} \rho^{4} / 8-a \alpha_{0}^{2} \rho^{5} / 15+\cdots  \tag{2.10}\\
& u_{2}(\rho)=u_{1}(\rho) \log \left(\alpha_{1} \rho\right)+2 / \alpha_{1}^{2}-2 \alpha_{0}^{2} a / 3 \alpha_{1}^{2} \rho^{3}+\cdots \tag{2.11}
\end{align*}
$$

As $\rho \rightarrow 0$ we find that $u_{1} \rightarrow 0, u_{2} \rightarrow 2 / \alpha_{1}^{2}=u_{0}$ (say). Our $v$ is identical to $E_{x}$ of Landau and Lifshitz and so

$$
\begin{equation*}
v \approx-\left(i \alpha_{1}^{2} u_{0} / a\right) \log \left(\alpha_{1} \rho\right) \tag{2.12}
\end{equation*}
$$

For oblique incidence $\alpha_{1}$ corresponds to the component of the wave vector in the plane of incidence and parallel to the layers of equal value of the slowly varying parameters (see Ref. 2, Problem 1). When $\alpha_{1}^{2}=0$ the solutions (2.10) to (2.12) do not hold good because the wave field equations for oblique incidence cannot be identified with the model equations (1.1) and (1.2). In this case the relation (2.7) gives

$$
\left(\alpha^{2}-\alpha_{0}^{2}\right) \beta^{2}=0
$$

If $\alpha^{2}=\alpha_{0}^{2}, \beta^{2} \neq 0$, simple solutions of (2.1) and (2.2) can be easily found out because they correspond to the normally incident field solutions. In the neighborhood of $\beta^{2}=0$ the original equations can be easily integrated.

When $\beta^{2}=a_{0}^{2} \alpha^{2}$, up to lowest nonvanishing order we have

$$
\alpha^{2} \beta^{2} \approx a_{0}^{2} a\left(\xi-\xi_{0}\right)
$$

This case has been treated above in Eqs. (2.3) to (2.5).
When $\beta^{2}=b_{0}^{2} \alpha^{2}$ both $\alpha^{2}$ and $\beta^{2}$ have their zeros at the same point and so near $\xi=\xi_{0}$

$$
\alpha^{2} \beta^{2}=\operatorname{const}\left(\xi-\xi_{0}\right)^{2}
$$

The consequent field equations can not be reduced to Stokes equations of the type (2.5) by the substitution (2.4). For this reason this case is not discussed here and may be considered elsewhere in future.

## III. THE CONSERVATION CONDITION

The exact solutions of (1.1), (1.2) should satisfy the conservation law

$$
\begin{equation*}
\frac{\partial W}{\partial t}+\operatorname{divS}=0 \tag{3.1}
\end{equation*}
$$

where $W$ and $S$ are density and flux of some conserved quantity which can be the energy density. We note that in place of $W$ and $S$ quantities which are proportional to them also can be used in (3.1). The expressions for the energy density and the energy flux density are ultimately proportional to linear combination of squares of the solutions for $u$ and $v$. Broer and Van Vroonhouen ${ }^{3}$ have considered these questions in general terms for solutions of the second order wave equation (1.3). They have defined $W$ and $S$ as

$$
\begin{align*}
& W=\frac{1}{2}\left(\frac{1}{c^{2}} \frac{\partial \psi^{*}}{\partial t} \frac{\partial \psi}{\partial t}+\frac{\partial \psi}{\partial \xi} \frac{\partial \psi^{*}}{\partial \xi}\right),  \tag{3.2}\\
& S=-\frac{1}{2}\left(\frac{\partial \psi^{*}}{\partial t} \frac{\partial \psi}{\partial \xi}+\frac{\partial \psi^{*}}{\partial \xi} \frac{\partial \psi}{\partial t}\right), \tag{3.3}
\end{align*}
$$

where $\psi^{*}$ is the complex conjugate of $\psi$. The three-dimensional generalizations of these quantities can be defined as

$$
\begin{aligned}
& W=\frac{1}{2}\left(\frac{1}{c^{2}} \frac{\partial \psi}{\partial t} \frac{\partial \psi^{*}}{\partial t}+\left(\operatorname{grad} \psi \operatorname{grad} \psi^{*}\right)\right) \\
& \mathbf{S}=-\frac{1}{2}\left(\frac{\partial \psi^{*}}{\partial t} \operatorname{grad} \psi+\frac{\partial \psi}{\partial t} \operatorname{grad} \psi^{*}\right)
\end{aligned}
$$

The form of the positive definite $W$ shows that it is independent of the time variable because $\psi$ can be written as a product of a function of position multiplied by $\exp (-i \omega t)$. Hence in one-dimensional space problems $S$ must be a constant. The ratio $S / W$ is the group velocity of propagation.
Denoting $\partial x / \partial t$ by $\dot{x}, \partial x / \partial \xi$ by $x^{\prime}$, we get

$$
\begin{equation*}
W \mp S / c=\frac{1}{2}\left(\frac{\dot{\psi}^{*}}{c} \pm \psi^{* \prime}\right)\left(\frac{\dot{\psi}}{c} \pm \psi^{\prime}\right), \tag{3.4}
\end{equation*}
$$

where $\psi$ satisfies Eq. (1.3).
The equation for $u$ obtained from (2.1) can be written in the normal form

$$
\begin{equation*}
(q u)^{\prime \prime}+(q u)\left(1-q^{\prime \prime} / q\right)=0 \tag{3.5}
\end{equation*}
$$

where $q=(\alpha / \beta)^{1 / 2}, x^{\prime}=d x / d \rho, \rho=\int \alpha \beta d \xi$.
Putting $\psi=(q u)$ we therefore get

$$
\begin{aligned}
& S=\left((q u) \frac{\partial}{\partial \rho}(q u)^{*}-(q u)^{*} \frac{\partial}{\partial \rho}(q u)\right) \frac{i \omega}{2} \\
& =\frac{\omega}{2}\left(u v^{*}+u^{*} v\right), \\
& 2 W \mp \frac{2 S}{c}= \\
& \quad u u^{*}\left(\frac{\alpha}{\beta}-\frac{\alpha^{\prime \prime} \beta-\alpha \beta^{\prime \prime}}{2 \alpha^{2} \beta^{2}}+\frac{\left(\alpha^{\prime} \beta-\alpha \beta^{\prime}\right)^{2}}{\alpha^{3} \beta^{5}}\right) \\
& \\
& \quad+\frac{i\left(\alpha^{\prime} \beta-\alpha \beta^{\prime}\right)\left(u^{*} v-u v^{*}\right)}{2 \alpha^{2} \beta^{2}}+\frac{v v^{*} \beta}{\alpha} \\
& \\
& \quad \mp \frac{\omega\left(u v^{*}+u^{*} v\right)}{c},
\end{aligned}
$$

where $\alpha^{\prime}=d \alpha / d \xi$, etc. In this way the physically significant quantities $W$ and $S$ are defined in terms of $u, v$.

## IV. SOME GENERAL REMARKS

The more general pair of first order equations (1.1), (1.2) then are two linearly independent linear combinations equated to zero of the four quantities $u, v, u^{\prime}, v^{\prime}$, for example, the pair of equations

$$
\begin{align*}
& \alpha^{2} u+i v^{\prime}+i a_{1}{ }^{2} u^{\prime}+b_{1}{ }^{2} v=0,  \tag{4.1}\\
& \beta^{2} v+i u^{\prime}+i a_{2}{ }^{2} v^{\prime}+b_{2}{ }^{2} u=0, \tag{4.2}
\end{align*}
$$

where the parameters $\alpha^{2}, \beta^{2}, a_{1}{ }^{2}, b_{1}{ }^{2}, a_{2}{ }^{2}, b_{2}{ }^{2}$ must be slowly varying functions of $\xi$ if the two equations are nonhomogeneous.

In the case of two semi-infinite uniform media on the two sides of the plane $\xi=\xi_{0}$ the boundary conditions satisfying these equations can be written as

$$
\begin{align*}
& v_{1}+a_{11}^{2} u_{1}=v_{2}+a_{12}^{2} u_{2},  \tag{4.3}\\
& u_{1}+a_{21}^{2} v_{1}=u_{2}+a_{22}^{2} v_{2}, \tag{4.4}
\end{align*}
$$

where $a_{11}{ }^{2}$ is the value of $a_{1}{ }^{2}$ on $\xi>\xi_{0}, a_{12}{ }^{2}$ its value on $\xi<\xi_{0}$ and similarly $a_{21}{ }^{2}, a_{22}{ }^{2}$ are the values of $a_{2}{ }^{2}$ on the two sides of $\xi=\xi_{0}$. Since $a_{1}{ }^{2}, a_{2}{ }^{2}$ can have independent values the solution of this problem should be a two parameter boundary value problem.

The boundary conditions imposed on the solution of the Eqs. (4.1) and (4.2) are derived by integrating them over an infinitesinal distance $\epsilon$ surrounding the point $\xi=\xi_{0}$ and requiring that the integrals involving $u$ and $v$ approach zero as $\epsilon \rightarrow 0$. It is thus not necessary to restrict the boundary conditions only to the case of two semi-infinite uniform media, that is, one only requires nonsingular behavior of $\alpha^{2}, \beta^{2}, b_{1}{ }^{2}$, and $b_{2}{ }^{2}$ on both sides of the interface, but there can be inhomogeneity and also as many interfaces as one wishes.

We can even formulate the problem of solution of the $n$ field variables $u, v, w, \cdots$ from $n$ linear combination equated to zero of the $2 n$ field variables $u, v, w, \cdots u^{\prime}$, $v^{\prime}, w^{\prime}, \cdots$. The solution of these equations in the sense conceived earlier by the author ${ }^{1}$ may be called the solution of the generalized multivariable reflection problem.

Instead of the one-dimensional pair of first order equations (1.1), (1.2), we can conceive of solution of the more general three-dimensional pair of equations

$$
\alpha^{2} \mathbf{A}+i \operatorname{grad} \varphi=0, \quad \beta^{2} \varphi+i \operatorname{div} \mathbf{A}=0
$$

or the pair of equations

$$
\alpha^{2} \mathbf{A}+i \operatorname{curl} \mathbf{B}=0, \quad \beta^{2} \mathbf{B}+i \operatorname{curl} \mathbf{A}=0
$$

where A, B are vector fields, $\varphi$ a scalar field, $\alpha^{2}, \beta^{2}$ are the slowly varying parameters.

The one dimensional Klein-Gordon equation

$$
\frac{\partial^{2} \psi}{\partial \xi^{2}}-\frac{1}{c^{2}} \frac{\partial^{2} \psi}{\partial t^{2}}-\frac{\omega_{0}^{2}}{c^{2}} \psi=0
$$

is usually obtained from the plasma field equations having first-order partial derivatives with respect to time and space which yield for $\partial / \partial t=-i w$ the pair of first-order equations of the type (1.1), (1.2). This equation can be written as

$$
\frac{\partial^{2} \psi}{\partial \xi^{2}}-\frac{1}{c^{2}} \frac{\partial}{\partial T} \frac{\partial \psi}{\partial T^{*}}=0
$$

where $\partial / \partial T=\partial / \partial t+i w_{0}, \partial / \partial T^{*}=\partial / \partial t-i w_{0}$. We can then define the quantities

$$
\begin{aligned}
& 2 W=\frac{1}{c^{2}} \frac{\partial \psi}{\partial T} \frac{\partial \psi^{*}}{\partial T^{*}}+\frac{\partial \psi^{*}}{\partial \xi} \frac{\partial \psi}{\partial \xi}, \\
& -2 S=\frac{\partial \psi^{*}}{\partial T^{*}} \frac{\partial \psi}{\partial \xi}+\frac{\partial \psi^{*}}{\partial \xi} \frac{\partial \psi}{\partial T}
\end{aligned}
$$

and obtain

$$
\begin{aligned}
& W=\frac{\left(w-w_{0}\right)^{2}}{2 C^{2}} \psi \psi^{*}+\psi^{*} \psi^{\prime} \\
& S=\frac{i\left(w-w_{0}\right)}{2}\left(\psi \psi^{* \prime}-\psi^{*} \psi^{\prime}\right), \\
& I=\frac{S}{w-w_{0}}=\frac{i}{2}\left(\psi \psi^{* \prime}-\psi^{*} \psi^{\prime}\right) .
\end{aligned}
$$

But this correspondence is not unique because we can analogously define

$$
\begin{aligned}
& 2 W=\frac{1}{C^{2}} \frac{\partial \psi}{\partial T^{*}} \frac{\partial \psi^{*}}{\partial T}+\frac{\partial \psi^{*}}{\partial \xi} \frac{\partial \psi}{\partial \xi}, \\
& -2 S=\frac{\partial \psi^{*}}{\partial T} \frac{\partial \psi}{\partial \xi}+\frac{\partial \psi^{*}}{\partial \xi} \frac{\partial \psi}{\partial T^{*}},
\end{aligned}
$$

and get

$$
\begin{aligned}
& W=\frac{\left(w-w_{0}\right)^{2}}{C^{2}} \psi \psi^{*}+\psi^{*^{\prime}} \psi^{\prime} \\
& S=\frac{i\left(w+w_{0}\right)}{2}\left(\psi \psi^{*}-\psi^{*} \psi^{\prime}\right) \\
& I=\frac{S}{w+w_{0}}
\end{aligned}
$$

Both the definitions of $W$ and $S$ yield the results of Broer and Van Vroonhoven for $w_{0}=0$.

Convergence of the Bremmer (1949) solution is discussed by these authors and earlier by other authors. In this connection we can say that the purely mathematical question of the boundedness and convergence of the sequence of solutions developed by the extended WKB method by Chakraborty ${ }^{1}$ remains open.
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# The field of real numbers in axiomatic quantum mechanics 
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Consider a system of states and observables based on the logic $L(V, D)$ of all $\phi$-closed subspaces of a vector space $V$ over a division ring $D$ with a definite Hermitian form $\phi$. Gudder and Piron have shown that if the system admits a special kind of observable called the smooth maximal observable, then the division ring $D$ must be an extension of the real field. In this paper it is shown that the same conclusion can be obtained from weaker and more physical assumptions which are in principle experiment verifiable.

## I. INTRODUCTION

Jauch and Piron ${ }^{1}$ have shown that physical arguments can be found to deduce that the collection of propositions for a physical system forms a complete, atomic, semimodular, orthomodular lattice $L$ called the logic of the system. In a previous paper ${ }^{2}$ we have shown that these arguments can be given an exact mathematical form with the help of the so-called probability function $p$. Namely, we have given a list of sufficient and necessary conditions (called axioms) to be satisfied by a map $p: \sigma \times S \times B(R) \rightarrow[0,1]$ (where $\sigma$ and $S$ are interpreted, respectively, as the set of all observables and the set of all states of the system, and $p(A, \alpha, E)$ is the probability that a measurement of observable $A$ for the system in state $\alpha$ will lead to a value in a Borel set $E$ on the real line) in order that $p$ be representable in the form $p(A, \alpha, E)=\varphi_{\alpha} \mu_{A}(E)$, where $\mu_{A}$ is an $L$-valued measure and $\varphi_{\alpha}$ is a probability measure on $L, L$ being some (fixed for the whole system) irreducible complete orthomodular atomistic lattice with the covering property, of length greater than four. ${ }^{3}$ It was shown by Mac Laren ${ }^{4}$ and Piron ${ }^{5}$ that this type of lattice can be identified with the lattice $L(V, D)$ of all $\phi$-closed subspaces of a vector space $V$ over a division ring $D$ with a definite Hermitian form $\phi$. To pass to the usual Hilbert space formalism of quantum mechanics one has to assume that $D$ is the field of complex numbers (in some theories the field of reals and the field of quaternions have also been used). There remains an open question: What physical arguments can be given to support the assumption that $D$ is the field of complex numbers? This problem has been partly solved by Gudder and Piron ${ }^{6}$ who showed that if the system admits a special kind of observable (called smooth maximal observable), then the division ring $D$ must contain a subring isomorphic to the real field. Since the only finite extensions of the reals are reals, complexes, and quaternions, this result strongly supports our selection for $D$ as one of these fields. However, not all the conditions given by Gudder and Piron can be termed as physically basic or experimentally verifiable. Our point of view is that conditions that can be termed as physically basic should be expressible in terms of the probability function $p(A, \alpha, E)$, since this function constitutes a direct link between the theory and experimental practice. In other words, every statement expressed in terms of $p$ can be, at least in principle, experimentally verified. Some of the assumptions of Gudder and Piron do not satisfy this requirement. For example, they assume that every probability measure on $R(X)$ [where $R(X)$ is the range of an observable $X]$ has a unique extension to a pure state. The range of an observable is not an experimentally accessi-
ble object and the more so is an arbitrary probability measure on $R(X)$. The same objection can be raised about the second assumption that arbitrary signed measures on $R(X)$ satisfy some condition. Physically accessible objects are states, observables, and the probability function $p$, as well as notions derived from them [e.g., a probability measure induced on $B(R)$ by an observable and a state, but not an arbitrary probability measure on $B(R)]$. Most ideally, all assumptions about a physical theory should be expressible in such terms.

In this paper we would like to show that the main conclusion of Gudder and Piron's theorem can be obtained under weaker and more physical assumptions satisfying the above discussed requirement that all the involved notions are derived from the probability function with the help of states and observables. We will not only obtain the same conclusion under weaker assumptions, but also the proof of the theorem will be simplified.

## II. BASIC DEFINITIONS

Let be the set of all observables and $S$ the set of all states associated with a fixed physical system $F$. For $A \in \mathcal{O}, \alpha \in S$, and a Borel set $E$ on the real line, let $p(A, \alpha, E)$ be the probability that a measurement of $A$ in state $\alpha$ will lead to a value in $E$. We assume that the function $p: \sigma \times S \times B(R) \rightarrow[0,1]$ [where $B(R)$ is the Borel $\sigma$ algebra of the real line] satisfies the axioms listed in a paper of the author, ${ }^{7}$ so there is a vector space $V$ over a division ring $D$ with a definite Hermitian form such that each $A \in \mathcal{C}$ corresponds uniquely to an $L$-valued measure $\mu_{A}$ and each $\alpha \in S$ corresponds uniquely to a probability measure $m_{\alpha}$ on $L$, and we have $p(A, \alpha, E)$ $=m_{\alpha} \mu_{A}(E)$ (here $L$ denotes the $\sigma$-orthocomplemented lattice of all $\phi$-closed subspaces of $V$ and is called the logic of the system). In the sequel for simplicity we shall identify an observable $A$ with the $L$-valued measure $\mu_{A}$ and a state $\alpha$ with the probability measure $m_{\alpha}$ on $L$ writing $\mu_{A}=A$ and $m_{\alpha}=\alpha$.

According to the construction described in the author's paper, ${ }^{8}$ each member of $L=L(V, D)$ can be identified with an equivalence class $|(A, E)|=\{(B, F): B \in \mathcal{O}$, $F \in B(R), p(A, \alpha, E)=p(B, \alpha, F)$ for every $\alpha \in S\}$. An element $|(A, E)|$ is an atom of $L$ if it is not equivalent to $(A, \phi)$, i.e., if there exists $\alpha \in S$ such that $p(A, \alpha, E)$ $\neq 0$, and if for every ( $B, F$ ) not equivalent to ( $B, \phi$ ) we have either $p(B, \alpha, F)=p(A, \alpha, E)$ for all $\alpha \in S$ [then $|(B, F)|=|(A, E)|]$, or else there is $\alpha \in S$ such that $p(B, \alpha, F)>p(A, \alpha, E)$. Thus the definition of an atom of $L$ can be expressed in physical terms and we may use it in further construction.

A state $\alpha \in S$ is said to be pure if

$$
p(A, \alpha, E)=\sum_{i=1}^{\infty} c_{i} p\left(A, \alpha_{i}, E\right)
$$

for all $A \in \mathcal{O}, E \in B(R)$ implies $c_{i}=1$ for some $i$ (we assume $c_{i} \geqslant 0, \Sigma c_{i}=1$ ). We shall assume that our system of states based on logic $L$ satisfies the so-called Gleason axiom. Namely, we assume that for each pure state $\alpha$ there is a unique atom $|(A, E)| \in L$ such that $p(A, \alpha, E)$ $=1$. We shall denote this atom by $a(\alpha)$.

Let $M$ be a set of pure states $M \leqslant S$ and let $A$ be a fixed observable. Each pure state $\alpha \in M$ determines a probability measure $\alpha^{A}$ on $B(R)$, namely $\alpha^{A}(E)$ $=p(A, \alpha, E)$ for $E \in B(R)$. Assume that the observable $A$ has the following two properties with respect to $M$ : (1) $p\left(A, \alpha_{1}, E\right)=p\left(A, \alpha_{2}, E\right)$ for $\alpha_{1}, \alpha_{2} \in M$ and for all $E \in B(R)$ implies $\alpha_{1}=\alpha_{2}$ (i.e., $\alpha_{1}^{A}=\alpha_{2}^{A}$ for $\alpha_{1}, \alpha_{2} \in M$ implies $\alpha_{1}=\alpha_{2}$ ), and (2) for every $\alpha_{1}, \alpha_{2} \in M$ and every $c_{1}, c_{2} \geqslant 0, c_{1}+c_{2}=1$, there exists $\alpha \in M$ such that $p(A, \alpha, E)=c_{1} p\left(A, \alpha_{1}, E\right)+c_{2} p\left(A, \alpha_{2}, E\right)$ for all $E \in B(R)$ (i.e., the set $\left\{\alpha^{A}: \alpha \in M\right\}$ is convex). Note that conditions (1) and (2) are expressed in the admissible language of the function $p$.

We say that two pure states $\alpha_{1}, \alpha_{2}$ are singular with respect to $A, \alpha_{1}{ }^{A} \alpha_{2}$, if there exist Borel sets $E_{1}$, $E_{2} \in B(R), E_{1} \cap E_{2}=\phi, E_{1} \cup E_{2}=R$, such that $p\left(A, \alpha_{1}, E_{1}\right)$ $=p\left(A, \alpha_{2}, E_{2}\right)=0$. If $\alpha_{1}, \alpha_{2}$ are singular pure states, we can form, for any $c_{1}, c_{2} \geqslant 0, c_{1}+c_{2}=1$, a signed measure $c_{1} \alpha_{1}^{A}-c_{2} \alpha_{2}^{A}$. Such signed measures are said to be induced by states.

If there are a set of pure states $M$ and an observable $A$ with properties (1) and (2), we can associate with every signed measure $\varphi$ induced by states from $M$ an atom $a(\varphi) \in L$ as follows:

$$
\begin{aligned}
& \text { If } \varphi= \pm \alpha^{A} \text {, then } a(\varphi)=a(\alpha) \text {. } \\
& \text { If } \varphi=c_{1} \alpha_{1}^{A}-c_{2} \alpha_{2}^{A}, \alpha_{1} \perp^{A} \alpha_{2}, c_{1}, c_{2}>0, \\
& c_{1}+c_{2}=1 \text {, then } a(\varphi)=\left[a\left(\alpha_{1}\right) \vee a\left(\varphi^{*}\right)\right] \wedge a\left(\varphi^{*}\right)^{\prime}, \\
& \text { where } \varphi^{*}=c_{2} \alpha_{1}^{A}+c_{1} \alpha_{2}^{A} .
\end{aligned}
$$

Observe that by (1) $\alpha^{A}$ uniquely determines $\alpha$ and by (2) there is a unique $\alpha$ such that $\alpha^{A}=\varphi^{*}$, so $a\left(\varphi^{*}\right)$ is well defined. It follows from a lemma proved by Gudder and Piron ${ }^{9}$ that for any atoms $p \neq q \in L,[p \vee q] \wedge q^{\prime}$ is an atom, so $a(\varphi)$ is always an atom.

Let $\mu$ be a fixed measure on $B(R)$. In most applications it will be the Lebesgue measure or some discrete probability measure. We say that a pure state $\varphi$ is absolutely continuous relative to $\mu$ with respect to an observable $A, \varphi<^{A} \mu$, if $\varphi^{A}$ is absolutely continuous relative to $\mu\left(\varphi^{A} \ll \mu\right)$. A signed measure $\varphi=c_{1} \alpha_{1}^{A}-c_{2} \alpha_{2}^{A}$ is absolutely continuous relative to $\mu, \varphi<_{A} \mu$, if both $\alpha_{1}<{ }^{A} \mu$ and $\alpha_{2}<{ }^{A} \mu$. If $M$ is a set of pure states, the set of all signed measures induced by states in $M$ which are absolutely continuous relative to $\mu$ with respect to an observable $A$ will be denoted by $M_{\mu}^{A}$.

Observe that the notion of absolute continuity relative to a measure $\mu$ with respect to an observable $A$ can be expressed in terms of the probability function $p$, since $\varphi \ll{ }^{A} \mu$ means that $\mu(E)=0$ implies $p(A, \varphi, E)=0$.

If $\varphi<{ }^{A} \mu$, then $d \varphi / d \mu=d \varphi^{A} / d \mu$ denotes the RadonNikodym derivative of $\varphi^{A}$ with respect to $\mu$. We have
$(d \varphi / d \mu) \in L_{1}(R, \mu)$ and it is easy to see that an experimental procedure can be devised to calculate the values of the function $d \varphi / d \mu$. Consequently, the function $d \varphi / d \mu$ also belong to our admissible language and may be used to formulate assumptions about the considered system.

Finally, we assume the following convention. If $r \in R$ is a real number (or a real-valued function), we define $r^{1 / 2}=r^{1 / 2}$ for $r \geqslant 0$ and $r^{1 / 2}=-(-r)^{1 / 2}$ for $r<0$. For example, if $\varphi=c_{1} \alpha_{1}^{A}-c_{2} \alpha_{2}^{A}\left(\alpha_{1} \perp{ }^{A} \alpha_{2}, c_{1}, c_{2}>0\right.$, $c_{1}+c_{2}=1$ ), then $\varphi^{1 / 2}=\left(c_{1} \alpha_{1}^{A}\right)^{1 / 2}-\left(c_{2} \alpha_{2}^{A}\right)^{1 / 2}$. Note that $\left(\varphi^{1 / 2}\right)^{2}=c_{1} \alpha_{1}^{A}+c_{2} \alpha_{2}^{A}=|\varphi|$.

## III. THE THEOREM

We can now state and prove a modified version of Gudder and Piron's theorem.

Theorem: Assume that the system of observables 0 and states $S$ based on a logic $L=L(V, D)$ satisfies the Gleason axiom and admits a set of pure states $M \leqslant S$ and an observable $A$ with the following properties:
(1) If for $\alpha_{1}, \alpha_{2} \in M p\left(A, \alpha_{1}, E\right)=p\left(A, \alpha_{2}, E\right)$ for all $E \in B(R)$, then $\alpha_{1}=\alpha_{2}$.
(2) For every $\alpha_{1}, \alpha_{2} \in M$ and every $c_{1}, c_{2} \geqslant 0, c_{1}+c_{2}$ $=1$, there is $\alpha \in M$ such that $p(A, \alpha, E)=c_{1} p\left(A, \alpha_{1}, E\right)$ $+c_{2} p\left(A, \alpha_{2}, E\right)$ for all $E \in B(R)$.
(3) Let $\varphi_{1}, \varphi_{2}$ be any distinct ( $\varphi_{1} \neq \pm \varphi_{2}$ ) signed measures induced by states in $M$ which are absolutely continuous relative to the measure $\mu$ on $B(R)$ with respect to $A, \varphi_{1}, \varphi_{2} \in M_{\mu}^{A}$. For every pair of non-zero real numbers $r_{1}, r_{2} \in R$ there is $\varphi \in M_{\mu}^{A}$ such that
(*) $r\left(\frac{d \varphi}{d \mu}\right)^{1 / 2}=r_{1}\left(\frac{d \varphi_{1}}{d \mu}\right)^{1 / 2}+r_{2}\left(\frac{d \varphi_{2}}{d \mu}\right)^{1 / 2}$
for some $r \in R$, and there exists $\varphi \in M_{\mu}^{A}$ such that (*) does not for any $r \in R$ and any $r_{1}, r_{2} \in R, r_{i} \neq 0$. (We assume that $M_{\mu}^{A}$ has at least two distinct elements.) If (*) holds (with $\varphi_{1} \neq \pm \varphi_{2}$ and $r_{i} \neq 0$ ), then $a(\varphi)<a\left(\varphi_{1}\right)$ $\vee a\left(\varphi_{2}\right)$. If (*) holds with $r_{1}=r_{2}=1, r= \pm \sqrt{2}$, then $a\left(\varphi_{1}\right) \perp a\left(\varphi_{2}\right)$.

Then there is a real vector space $W \leqslant L_{2}(R, \mu)$ of dimension $\geqslant 3$ and a lattice monomorphism from the lattice of finite-dimensional subspaces of $W$ to the lattice of finite elements of $L$ that maps atoms to atoms. Consequently, by a theorem due to Baer, ${ }^{10}$ the division ring $D$ is an extension of the field of real numbers.

Observe that all the assumptions of the theorem are, or can be, expressed in the physically basic language of the probability function $p$. This includes the assumptions about atoms in $L$, since, as we have shown, ${ }^{11}$ the lattice operations (and the relation of orthogonality) in $L$ can also be expressed in terms of the function $p$.

It is easy to see that if $A$ is a smooth maximal observable with respect to the measure space $[R, B(R), \mu]$ (in the sense of Gudder and Piron), then $A$ satisfies the assumptions of the theorem. In particular, the system of states and observables of quantum mechanics based on the complex Hilbert space $L_{2}(R, \mu)$, where $\mu$ is the Lebesgue measure, also admits a set of pure states $M$ and an observable $A$ satisfying conditions (1), (2), and (3). Namely, in this case $M$ can be taken to be the set
of pure states corresponding to nonnegative unit vectors and $A$ the usual position observable．As pointed out by Gudder and Piron，${ }^{12}$ the position observable is not maxi－ mal with respect to the set of all pure states of $L_{2}(R, \mu)$ ， so in general $M$ is not the set of all pure states of the system but only a subset of it

Proof of the theorem：We define

$$
W=\left\{r\left(\frac{d \varphi}{d \mu}\right)^{1 / 2}: \varphi \in M_{\mu}^{A}, r \in R\right\}
$$

Since for any $f_{1}, f_{2} \in W$ we have $r_{1} f_{1}+r_{2} f_{2} \in W$ for all $r_{1}, r_{2} \in R$［if $\varphi_{1} \neq \pm \varphi_{2}$ this follows from（3），otherwise this is obvious］，$W$ is a real vector space．Since（ $d \varphi$／ $d \mu) \in L_{1}(R, \varphi)$ implies $(d \varphi / d \mu)^{1 / 2} \in L_{2}(R, \mu)$ ，we have $W \leqslant L_{2}(R, \mu)$ ．Condition（3）also implies that $\operatorname{dim} W \geqslant 3$ ．

For $0 \neq f \in W$ ，let $[f]$ denote the one－dimensional sub－ space of $W$ generated by $f$ ．Let $L_{0}(W)$ denote the set of all one－dimensional subspaces of $W$［the set of atoms of $L(W, R)]$ ，and let $L_{0}(V)$ denote the set of all atoms of $L=L(V, D)$ ．We define a $\operatorname{map} \psi: L_{0}(W) \rightarrow L_{0}(V)$ as fol－ lows：if $f=r(d \varphi / d \mu)^{1 / 2}, r \neq 0$ ，then $\psi[f]=a(\varphi)$ ．We will show that this map is well defined．Assume that $r_{1}(d \varphi /$ $d \mu)^{1 / 2}=r_{2}\left(d \varphi_{2} / d \mu\right)^{1 / 2}, r_{1} \neq 0$ ．This implies $O(d \varphi / d \mu)^{1 / 2}$ $=r_{1}\left(d \varphi_{1} / d \mu\right)^{1 / 2}-r_{2}\left(d \varphi_{2} / d \mu\right)^{1 / 2}$ for all $\varphi \in M_{\mu}^{A}$ ．Hence $\varphi_{1}= \pm \varphi_{2}$ by（3）．If $\varphi_{1}=\alpha^{A}, \alpha \in M$ ，then $a\left(\varphi_{1}\right)=a\left(\varphi_{2}\right)$ $=a(\alpha)$ by definition．Let $\varphi_{1}=c_{1} \alpha_{1}^{A}-c_{2} \alpha_{2}^{A}, \alpha_{1} 1^{A} \alpha_{2}$ ， $c_{1}, c_{2}>0, c_{1}+c_{2}=1$ ，and let $\varphi_{2}=-\varphi_{1}=c_{2} \alpha_{2}^{A}-c_{1} \alpha_{1}^{A}$. We have $\varphi_{1}^{*}=\varphi_{2}^{*}=c_{2} \alpha_{1}^{A}+c_{1} \alpha_{2}^{A}$ ．By definition，$a\left(\varphi_{1}\right)=\left[a\left(\alpha_{1}\right)\right.$ $\left.\vee a\left(\varphi_{1}^{*}\right)\right] \wedge a\left(\varphi_{1}^{*}\right)^{\prime}$ and $a\left(\varphi_{2}\right)=\left[a\left(\alpha_{2}\right) \vee a\left(\varphi_{2}^{*}\right)\right] \wedge a\left(\varphi_{2}^{*}\right)$ ，thus to show that $a\left(\varphi_{1}\right)=a\left(\varphi_{2}\right)$ we must show that $a\left(\alpha_{1}\right) \vee a\left(\varphi_{1}^{*}\right)$ $=a\left(\alpha_{2}\right) \vee a\left(\varphi_{1}^{*}\right)$ ．The equality $\varphi_{1}^{*}=c_{2} \alpha_{1}^{A}+c_{1} \alpha_{2}^{A}$ implies

$$
\begin{equation*}
\left(\frac{d \varphi_{1}^{*}}{d \mu}\right)^{1 / 2}=\left(c_{2}\right)^{1 / 2}\left(\frac{d \alpha_{1}}{d \mu}\right)^{1 / 2}+\left(c_{1}\right)^{1 / 2}\left(\frac{d \alpha_{2}}{d \mu}\right)^{1 / 2} \tag{1}
\end{equation*}
$$

（note that $\alpha_{1} \perp^{A} \alpha_{2}$ ）．Hence by（3）we conclude that $a\left(\varphi_{1}^{*}\right)<a\left(\alpha_{1}\right) \vee a\left(\alpha_{2}\right)$ ．Consequently $a\left(\alpha_{1}\right) \vee a\left(\varphi_{1}^{*}\right)$ $\leqslant a\left(\alpha_{1}\right) \vee a\left(\alpha_{2}\right)$ ．From Eq．（1）we also obtain

$$
\left(c_{1}\right)^{1 / 2}\left(\frac{d \alpha_{2}}{d \mu}\right)^{1 / 2}=\left(\frac{d \varphi_{1}^{*}}{d \mu}\right)^{1 / 2}-\left(c_{2}\right)^{1 / 2}\left(\frac{d \alpha_{1}}{d \mu}\right)^{1 / 2}
$$

which implies $a\left(\alpha_{2}\right)<a\left(\varphi_{1}^{*}\right) \vee a\left(\alpha_{1}\right)$ ，and consequently $a\left(\alpha_{1}\right) \vee a\left(\alpha_{2}\right) \leqslant a\left(\varphi_{1}^{*}\right) \vee a\left(\alpha_{1}\right)$ ．This shows that $a\left(\alpha_{1}\right) \vee a\left(\varphi_{1}^{*}\right)$ $=a\left(\alpha_{1}\right) \vee a\left(\alpha_{2}\right)$ ．Similarly we show that $a\left(\alpha_{2}\right) \vee a\left(\varphi_{1}^{*}\right)$
$=a\left(\alpha_{1}\right) \vee a\left(\alpha_{2}\right)$ ，and we obtain $a\left(\alpha_{1}\right) \vee a\left(\varphi_{1}^{*}\right)=a\left(\alpha_{2}\right) \vee a\left(\varphi_{1}^{*}\right)$ ． Hence $a\left(\varphi_{1}\right)=a\left(\varphi_{2}\right)$ and the map $\psi$ is well defined．We now show that it is one－to－one．Let $\psi\left[f_{\mathrm{L}}\right]=\psi\left[f_{2}\right]$ ，where $f_{i}=r_{i}\left(d \varphi_{i} / d \varphi\right)^{1 / 2}, r_{i} \neq 0$ ．Be the definition of $\psi$ we have $a\left(\varphi_{1}\right)=a\left(\varphi_{2}\right)$ ．By（3）there are $\varphi \in M_{\mu}^{A}$ and $r \in R$ such that （＊）holds．If $\varphi_{1} \neq \pm \varphi_{2}$ ，we conclude that $a(\varphi)<a\left(\varphi_{1}\right)$ $\vee a\left(\varphi_{2}\right)=a\left(\varphi_{1}\right)$ ，a contradiction．Hence $\varphi_{1}= \pm \varphi_{2}$ ，which implies $\left[f_{1}\right]=\left[f_{2}\right]$ and shows that $\psi$ is one－to－one．We will show that $\psi$ preserves orthogonality in $W \leqslant L_{2}(R, \mu)$ ．Let for $f_{i}=r_{i}\left(d \varphi_{i} / d \mu\right)^{1 / 2}, i=1,2,\left[f_{1}\right] \perp\left[f_{2}\right]$ ，i．e．，

$$
\int\left(\frac{d \varphi_{2}}{d \mu}\right)^{1 / 2}\left(\frac{d \varphi_{2}}{d \mu}\right)^{1 / 2} d \mu=0
$$

By（3），there exist $\varphi \in M_{\mu}^{A}$ and $r \in R$ such that（＊）holds with $r_{1}=r_{2}=1 / \sqrt{2}$ ．We will show then $r= \pm 1$ ．If we square（＊）putting $r_{1}=r_{2}=1 / \sqrt{2}$ ，we get

$$
r^{2} \frac{d|\varphi|}{d \mu}=\frac{1}{2} \frac{d\left|\varphi_{1}\right|}{d \mu}+\left(\frac{d \varphi_{1}}{d \mu}\right)^{1 / 2}\left(\frac{d \varphi_{2}}{d \mu}\right)^{1 / 2}+\frac{1}{2} \frac{d\left|\varphi_{2}\right|}{d \varphi} .
$$

After integrating and applying the Radon－Nikodym theorem（ $|\varphi|$ and $\left|\varphi_{i}\right|$ are probability measures）we obtain

$$
r^{2}=\frac{1}{2}+\int\left(\frac{d \varphi_{1}}{d \mu}\right)^{1 / 2}\left(\frac{d \varphi_{2}}{d \mu}\right)^{1 / 2} d \mu+\frac{1}{2}=1
$$

that is，$r= \pm 1$ ．By（3）we infer that $a\left(\varphi_{1}\right) \perp a\left(\varphi_{2}\right)$ ，i．e．， $\psi\left[f_{1}\right] \perp \psi\left[f_{2}\right]$ and $\psi$ preserves orthogonality．

Denote the lattice of finite－dimensional subspaces of $W$ by $P(W)$ ．We extend $\psi$ to $P(W)$ as follows：if $a \in P(W)$ and $\left\{e_{\alpha}\right\}$ is the set of atoms（one－dimensional subspaces） included in $a$ ，we define $\psi(a)=V_{\alpha} \psi\left(e_{\alpha}\right)$ ．We have to show that the so－extended $\psi$ preserves the lattice operations． It is evident that $\psi(a \vee b) \geqslant \psi(a) \vee \psi(b)$ ．Suppose that［e］ is an atom and $[e] \leqslant a \vee b$ ．Then there are atoms $[f]$ and $[g]$ such that $[f] \leqslant a,[g] \leqslant b$ and $[e] \leqslant[f] \vee[g]$ ．If $e$ $=r(d \varphi / d \mu)^{1 / 2}, f=r_{1}\left(d \varphi_{1} / d \mu\right)^{1 / 2}, g=r_{2}\left(d \varphi_{2} / d \mu\right)^{1 / 2}$ ，this implies that condition（＊）holds，and consequently by （3）$\psi[e]<\psi[f] \vee \psi[g] \leqslant \psi(a) \vee \psi(b)$ ．Hence $\psi(a \vee b) \leqslant \psi(a)$ $\vee \psi(b)$ ，and finally $\psi(a \vee b)=\psi(a) \vee \psi(b)$ ．Since for $a \leqslant b$ $\in P(W)$ we have $b-a \in P(W)$ where $a \perp(b-a)$ and $a \vee(b-a)=b$ ，and $\psi$ preserves orthogonality，we con－ clude that for $a \leqslant b \psi(b-a)=\psi(b)-\psi(a)$ ，i．e．，$\psi$ pre－ serves relative orthogonal complementation．Since for $a, b \in P(W) a へ b=\left(a^{0} \vee b^{0}\right)^{0}$ ，where for $x \leqslant a \vee b x^{0}$ $=(a \vee b)-x$ is the relative orthogonal complement in the interval［0，$a \vee b]$ ，we see that $\psi(a \wedge b)=\psi(a) へ \psi(b)$ ． Hence $\psi$ preserves the lattice operations．To show that $\psi$ is a monomorphism，observe that $\psi(a)=0$ implies $a=0$ ，and if $\psi(a)=\psi(b)$ ，then $\psi(a-a へ b)=\psi(a)$ $-\psi(a) \wedge \psi(b)=0$ ．Since $a=(a へ b) \vee(a-a へ b)$ by ortho－ modularity，we see that $a=a へ b$ ，i．e．，$a \leqslant b$ ．Similarly， $b \leqslant a$ ，so $a=b$ ．This ends the proof of the theorem．

Concluding this paper we would like to note that al－ though the theorem of this paper is simpler than that of Gudder and Piron and accomplishes the main purpose of the latter by showing that $D$ is an extension of $R$ ，the result is not as strong since their monomorphism is from the lattice of all finite dimensional subspaces of $L_{2}(R, \mu)$ ．
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# Operational statistics. II. Manuals of operations and their logics 
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In the first paper of this series, the notion of a manual of operations and its (generalized) sample space was introduced. For each such manual of operations, a so-called logic was constructed. In the present paper, some of the algebraic properties of such logics are identified with the corresponding operational properties of the manual.

## I. INTRODUCTION

In the conventional theory of quantum phenomena ${ }^{1-3}$ the connections with actual physical operations are, at best, vague. One need only examine the recent literature concerning the theory of measurement to appreciate the extent to which this is $\mathbf{s o}^{4-6,7}$; hence, it is not surprising that there have been numerous attempts to correct this situation. ${ }^{8-12}$ The notion of a (generalized) sample space and its affiliated logics introduced in Part I of the present series ${ }^{13}$ provides a framework within which such attempts can be developed and analyzed.

The theory we have built in (Ref. 13) not only provides for the formal representation of the underlying physical operations, but indeed, casts them in a fundamental role in the sense that one may actually start with a so-called manual of operations and construct from it a (generalized) sample space and thence a logic of propositions. We shall attempt in the present paper to trace down the operational significance of some of the more important structural features that the logic of a sample space might possess. In this paper, we shall assume that the reader is familiar with the ideas presented in (Ref. 13).

In order to emphasize the fundamental role played by coherent collections or manuals of operations, we shall, as promised above, formally abstract the notion of a manual from that of a sample space. Thus, let $\mathscr{A}$ be a nonempty collection of nonempty sets and let $X=U \mathscr{A}$ For $x, y \in X$, say that $x$ is orthogonal to $y$ and write $x \perp y$ provided that $x \neq y$ and there exists $E \in \mathscr{A}$ with $x, y$ $\in E$. If $(X, \perp, \infty)$ is a sample space, we agree to call $\mathbb{A}$ manual. If $\mathscr{A}$ is a manual, we refer to $(x, 1, N)$ as the sample space corresponding to $A$. Since this is a one-to-one correspondence between manuals and sample spaces, we shall, for convenience, frequently fail to distinguish between a manual and its corresponding sample space as far as terminology is concerned. For instance, the outcomes and events for the sample space $(X, 1, \mathcal{A})$ will also be referred to as $\propto$-outcomes and $\mathscr{A}$ events; the manual of a Dacey sample space will be called a Dacey manual, and so on. Moreover, we shall even denote the logic $\Pi(x, 1, \mathbb{Q})$ of the manual $\mathbb{\&}$ by $\Pi(\mathbb{N})$.

## II. CONJUNCTION AND DISJUNCTION

The operational interpretation of the infimum and supremum of propositions in quantum logics is a difficult matter that has engaged the attention of many authors. ${ }^{14-16}$ In the logic $\Pi(\mathbb{\infty})$ of a manual $\mathscr{A}$, such an interpretation is always available for the infimum and, when the logic $\Pi(\Omega)$ is closed under the negation map-
ping $p(A) \rightarrow(p(A))^{\prime}$, the supremum also admits an operational explanation.

Let be a manual and let $\left\{A_{j} \mid j \in J\right\}$ be a family of events for this manual. If $A$ is an event for $A$, the notation $p(A)=\wedge_{j} p\left(A_{j}\right)$ will be understood to mean that the family of propositions $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ has an infimum (greatest lower bound) in the partially ordered set $(\Pi(\otimes), \leqslant)$ and that $p(A)$ is this infimum. Likewise, the notation $p(B)=\vee_{j} p\left(A_{j}\right)$ will mean that the family of propositions $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ has a supremum (least upper bound) in ( $\Pi(\Omega), \leqslant)$ and that $p(B)$ is this supremum. Finally, the notation $p(B)=\oplus_{i} p\left(A_{j}\right)$ will be understood to mean that the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ are pairwise othogonal and that $p(B)=\vee_{j} p\left(A_{j}\right)$.

Let $X$ be the outcome set for the manual $\mathscr{A}$ and let $E$ be any operation in $\alpha$. Clearly, $p(\phi)=(\phi, X)$ is the infimum of all of the propositions in $\Pi(\alpha)$, while $p(E)$ $=(X, \phi)$ is the supremum of all of these propositions. Thus, we define $0=p(\phi)$ and $1=p(E)$ and note that $(\Pi(\alpha), \leqslant)$ is a bounded poset in that $0 \leqslant p(A) \leqslant 1$ holds for all $p(A) \in \Pi(\mathbb{Q})$.

Theorem 1: The necessary and sufficient condition that $p(A)=\wedge_{j} p\left(A_{j}\right)$ is that $A^{\mu}=\cap_{j}\left(A_{j}\right)^{\mu}$.

Proof: Suppose first that $p(A)=\wedge_{j} p\left(A_{j}\right)$. Since $p(A)$ $\leqslant p\left(A_{j}\right)$ for all $j$, then $A^{\mu} \subseteq\left(A_{j}\right)^{\mu}$ for all $j$; hence, $A^{\mu}$ $\subseteq \cap_{j}\left(A_{j}\right)^{\mu}$. Suppose $x \in \cap_{j}\left(A_{j}\right)^{\mu}$. Then $p(\{x\}) \leqslant p\left(A_{j}\right)$ for all $j$, whence, $p(\{x\}) \leqslant \wedge_{j} p\left(A_{j}\right)=p(A)$, so $x \in\{x\}^{\perp} \subseteq A^{\perp}$. This proves that $A^{\mu}=\cap_{f}\left(A_{j}\right)^{\mu}$ as desired.

Conversely, suppose that $A^{\mu}=\cap_{j}\left(A_{j}\right) \Perp$. Evidently, then, $p(A)$ is a lower bound in $(\Pi(\alpha), \leqslant)$ for the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$. Suppose that $p(D)$ is another proposition in $\Pi(\mathbb{)}$ ) which is also a lower bound for this family. Then $D^{\mu \perp} \subseteq \cap_{j}\left(A_{j}\right)^{\perp \perp}=A^{\perp 1}$; hence, $p(D) \leqslant p(A)$. This shows that $p(A)$ is indeed effective as the greatest lower bound of $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ and completes the proof.

In conventional logic, the conjunction of a set of propositions is generally understood to be a proposition that is true if and only if each of the propositions in the set are true. As a consequence of Theorem 1, we see that in the logic $\Pi(\boxed{ }), \wedge_{j} p\left(A_{j}\right)$, if it exists, is precisely that proposition which is confirmed by an outcome if and only if each of the propositions $p\left(A_{j}\right)$ are confirmed by this outcome. Consequently, we feel entitled to call $\wedge_{j} p\left(A_{j}\right)$, when it exists, the conjunction of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$. In conventional logic, it is a theorem that the conjunction of a set of propositions is false if and only if at least one of the propositions in the set is false. Suppose that we have $p(A)=\wedge_{j} p\left(A_{j}\right)$ in our logic $\Pi(\mathbb{*})$. As a consequence of Theorem 1, we see that
$p(A)$ is refuted precisely by those outcomes in the set $\left(\cap_{j}\left(A_{j}\right)^{\mu}\right)^{\perp}=\left(\cup_{j}\left(A_{j}\right)^{\perp}\right)^{\Perp}$. Since for any particular $i \in J$, $\left(A_{i}\right)^{\perp} \subseteq\left(\cup_{j}\left(A_{j}\right)^{1}\right)^{\mu}$, then any outcome that refutes any one of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ will refute the conjunction $p(A)$. However, our conjunction need not behave classically in that there may be outcomes in $\left(\cup_{j}\left(A_{j}\right)^{1}\right)^{\perp}$ that refute $p(A)$ but do not belong to $U_{j}\left(A_{j}\right)^{\perp}$ and, hence, do not refute any of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$.

Consider, for instance, the propositions $p(\{b, n\})$ $=(p(\{a\}))^{\prime}=(\{b, n\},\{a\})$ and $p(\{c, n\})=(p(\{d\}))^{\prime}=(\{c, n\},\{d\})$ in the logic $\Pi(\alpha)$ of the manual $\mathbb{A}=\{\{a, b, n\},\{c, d, n\}\}$ of (Ref. 13, Example III). The conjunction $p(\{b, n\})$ $\wedge p(\{c, n\})$ is given by $p(\{b, n\}) \wedge p(\{c, n\})=p(\{n\})=(\{n\}$, $\{a, b, c, d\}$ ). Notice that this conjunction is refuted not only by outcomes $a$ and $d$, as it would be classically, but also by outcomes $b$ and $c$, neither of which refute either $p(\{b, n\})$ or $p(\{c, n\})$. If we consider the physical situation described in Example III, ${ }^{13}$ we find that the above departure from classical logic is virtually forced upon us.

In conventional logic, the disjunction of a set of propositions is generally understood to be a proposition which is true if and only if at least one of the propositions in the set is true. This suggests the following definition: Let $\left\{A_{j} \mid j \in J\right\}$ be a family of events for the manual and let $A$ be an event for $\mathscr{A}$. We shall say that the proposition $p(A)$ is the disjunction of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ if and only if $p(A)$ is confirmed precisely by those outcomes that confirm at least one of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$. This simply requires that $A^{\mu 4}=U_{j}\left(A_{j}\right)^{\mu}$.

Theorem 2: Let $A_{j}$ be an event for the manual $a$ for each $j \in J$ and let $A$ be an event for $A$ such that $p(A)$ is the disjunction of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$. Then $p(A)=\vee_{j} p\left(A_{j}\right)$.

Proof: We have $A^{\mu 1}=U_{j}\left(A_{j}\right)^{\mu}$, from which it is clear that $p(A)$ is an upper bound in ( $\Pi(\Omega), \leqslant)$ for the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$. Suppose that $B$ is any event for $\mathbb{A}$ such that $p(B)$ is also an upper bound for this family. Then, for each $j \in J,\left(A_{j}\right)^{\mu} \subseteq B^{\mu}$; hence, $A^{\mu}=\cup_{j}\left(A_{j}\right)^{\mu} \subseteq B^{\mu}$, that is, $p(A) \leqslant p(B)$. This shows that $p(A)$ is effective as the supremum of the propositions in the family $\left\{p\left(A_{j}\right) \mid j \in J\right\}$ and completes the proof.

If we glance again at the manual $\{\{\{a, b, n\},\{c, d, n\}\}$ of (Ref. 13, Example III), we see, for instance, that $p(\{b, n\})$ is the disjunction of the two propositions $p(\{b\})$ and $p(\{n\})$; hence, by Theorem $2, p(\{b, n\})=p(\{b\}) \vee p(\{n\})$. However, note carefully that $p(\{a, b\})=(\{a, b, c, d\},\{n\})$ $=p(\{a\}) \vee p(\{b\})$; but, $p(\{a, b\})$ is clearly not the disjunction of the propositions $p(\{a\})$ and $p(\{b\})$. Thus, every disjunction in the logic of a manual is a supremum, but the converse is false.

Suppose that $A$ is a manual whose logic is closed under the negation map $p(A) \rightarrow(p(A))^{\prime}$. Then, the negation map is an antiautomorphism of period two on the structure ( $\Pi(6 \pi), \leqslant)$; hence, trivially, it converts suprema into infima and vice-versa. Consequently, we have the conventional deMorgan laws: $\left(\mathcal{V}_{j} p\left(A_{j}\right)\right)^{\prime}$ $=\widehat{へ}_{j}\left(p\left(A_{j}\right)\right)^{\prime}$ and $\left(\wedge_{j} p\left(A_{j}\right)\right)^{\prime}=\vee_{j}\left(p\left(A_{j}\right)\right)^{\prime}$. In particular, if $p(B)=\curlyvee_{j} p\left(A_{j}\right)$, then $p(B)=\left(\wedge_{j}\left(p\left(A_{j}\right)\right)^{\prime}\right)^{\prime}$. Since we already
have an operational interpretation for the infimum as a conjunction, this provides us with an operational interpretation for the supremum. Specifically, we have the following theorem:

Theorem 3: Suppose that $\mathscr{A}$ is a manual whose logic is closed under the negation mapping. Let $\left\{A_{j} \mid j \in J\right\}$ be a family of events for $\mathscr{R}$. Then, the necessary and sufficient condition that $p(B)=V_{j} p\left(A_{j}\right)$ is that $p(B)$ is refuted by precisely those outcomes for $A$ that refute every proposition $p\left(A_{j}\right), j \in J$.

As the following example shows, one has, in general, no guarantee of the existence of suprema and infima in the logic $\Pi(\Omega)$ ) of manual $\mathscr{A}$. We should like to thank M. F. Janowitz for calling this simple example to our attention.

Example IV: Let $=\{\{a, b, c\},,\{c, d, e\},\{e, f, g\}$, $\{g, h, a\}\}$. Then is a Dacay manual, but the supremum of $p(\{a\})$ and $p(\{e\})$ does not exist in the logic $\Pi(a d)$. Also, the infimum of $p(\{b, c\})$ and $p(\{c, d\})$ does not exist in this logic.

We shall say that a manual $A$ is conjunctive provided that given any two propositions $p(A)$ and $p(B)$ in the logic $\Pi(\Omega)$, there exists a proposition $p(C) \in \Pi(*)$ such that $p(C)=p(A) \wedge p(B)$. If every countable family (respectively, every family) of propositions in $\Pi$ ( $\Omega$ ) has an infimum, we shall say that the manual is $\sigma$-conjunctive (respectively, completely conjunctive). Notice that if the logic $\Pi(\alpha)$ is closed under the negation map $p(A)$
$\rightarrow(p(A))^{\prime}$, then is conjunctive if and only if every pair of propositions in $\Pi(\Omega)$ have a supremum in $\Pi(\Omega)$. (This follows immediately from the deMorgan laws.) Similar remarks hold for the $\sigma$-conjunctive and completely conjunctive cases.

Although many authors ${ }^{15,17,18}$ impose conjunctivity axiomatically on quantum logics, Example IV shows that, in general, the operational logic $\Pi(N)$ of a manual need not enjoy this property. Moreover, as the following theorem shows, the imposition of conjunctivity-even in the case of a completely coherent Dacey manual-is equivalent to a rather technical operational condition:

Theorem 4: Let be a completely coherent manual. Then, the necessary and sufficient condition that be a conjunctive Dacey manual is the following: If $D$ is an event such that $p(D)$ is neither confirmed nor refuted by an outcome $x$, then, there exists an outcome $y$ which refutes $p(D)$ and which operationally rejects every outcome $z$ that refutes both $p(D)$ and $p(\{x\})$.

Proof: The given condition is equivalent to the following: Given an orthogonal set $D$ and an outcome $x \notin D^{\perp}$ $\cup D^{\Perp}$, it follows that $D^{\perp} \cap\left(\{x\}^{\perp} \cap D^{\perp}\right)^{\perp} \neq \phi$. Reference to (Ref. 19, Theorem 1) completes the proof.

## Similarly we have the following theorem:

Theorem 5: If is a conjunctive, completely coherent Dacey manual, then it is completely conjunctive and every closed generalized proposition belongs to the logic $\Pi$ (a).

As Theorem 4 shows, the existence of infima and suprema, in general, is a delicate matter. However, the question of the existence of orthogonal suprema is more
tractible. In fact, it is clear from the discussion preceeding Lemma 6 in (Ref. 13) that the coherence of the manual guarantees the existence of finite orthogonal suprema. We shall say that the logic $\Pi(\infty)$ is orthocomplete (respectively, $\sigma$-orthocomplete) if and only if every orthogonal family (respectively, every countable orthogonal family) of propositions in $\Pi(\Omega)$ has a supremum. Evidently, $\Pi(\Omega)$ is orthocomplete (respectively, $\sigma$-orthocomplete) if $A$ is completely coherent (respectively, $\sigma$-coherent). In fact, if $\left\{A_{j} \mid j \in J\right\}$ is an orthogonal family of events for $\mathscr{A}$ such that $A=\cup_{j} A_{j}$ is also an event for $\mathscr{A}$, then $p(A)=\oplus_{j} p\left(A_{j}\right)$. Notice, however there exist manuals $\mathscr{A}$ that are not $\sigma$-coherent, but whose logics $\Pi(\mathbb{Z})$ are even $\sigma$-complete Boolean algebras.

## III. NEGATION AND DACEY MANUALS

Conventionally, if a logic contains a proposition, then it also contains the negation of that proposition. In Example V we shall see that this need not be the case for an operational logic. To begin with, let $D$ be an event for a manual $\mathscr{A}$; then $p(D)=\left(D^{\mu}, D^{\perp}\right)$ is a proposition in its logic ( $\Pi(\Omega), \leqslant, \perp)$. The negation of such a proposition $p(D)$ has been defined, in (Ref. 13), to be $p(D)^{\prime}$ $=\left(D^{\perp}, D^{\perp}\right)$. Evidently, if $p(D)^{\prime}$ is to be a member of $\Pi(\alpha a)$, there must exist another event $B$ such that $B^{H}=D^{\perp}$.

A natural place to look for such an event $B$ is among the "local complements" of the event $D$; that is, look among those $E \backslash D$ for which $E$ is an operation in $\mathscr{A}$ containing $D$. Notice that $p(E \backslash D)$ is a complement of $p(D)$ in $(\Pi(N), \leqslant)$ and in fact an orthogonal complement; that is $p(D) \perp p(E \backslash D)$ and $p(D) \wedge p(E \backslash D)=0, p(D) \vee p(E \backslash D)=p(E)$ $=1$. Moreover, all orthogonal complements of $p(D)$ are of this form. If $p(D) \oplus p(B)=1$, then $p(D \cup B)=1,(D \cup B)^{\perp}$ $=\varnothing$ and thus $(D \cup B) \in \mathscr{A}$ and we have the following lemma:

Lemma 1: Let $B$ and $D$ be events for a manual $\mathscr{A}$. Then $p(D) \oplus p(B)=1$ if and only if $B=E \backslash D$ for an operation $E \in \mathscr{A}$ containing $D$.

We shall now show that when $p(D)^{\prime}$ is in $\Pi(0)$, it has the prescribed form. Suppose $p(D)^{\prime}=p(B)$ for some event $B$ and consequently that $D^{\perp}=B^{\Perp}$. It follows that $D \perp B$ and by coherence that $D \cup B$ is an event for $\mathscr{A}$. Moreover $(D \cup B)^{\perp}=D^{\Perp} \cap B^{\perp}=B^{\perp \perp} \cap B^{\perp}=\phi$ and hence $(D \cup B) \in \mathscr{A}$. Thus we have proved the following lemma:

Lemma 2: Let $D$ be an event for a manual $\mathbb{A}$ such that $p(D)^{\prime} \in \Pi(\propto)$. Then $p(D)^{\prime}=p(E \backslash D)$ for some operation $E$ containing $D$.

In spite of the apparent good behavior of these local complements, we can still have manuals with logics that are not closed under negation. Consider the following example:

Example V: Let $\mathscr{A}=\{\{a, b\},\{b, c\},\{c, d\},\{d, e\}\}$. Since $\{c\}$ is an event for the manual $\mathbb{A}, p(\{c\})=(\{c\},\{b, d\})$ $\in \Pi(\mathbb{A})$. However, as is now easily verified, the negation $p(\{c\})^{\prime}=(\{b, d\},\{c\})$ is not a member of $\Pi(\alpha d)^{\prime}$.

If a logic $\Pi(\alpha)$ is closed under the negation map, then the restriction of this map to $\Pi(\alpha)$ is effective as an orthocomplementation, (Ref. 20, p. 52). Indeed, Lemma 5 shows such a map to be a complementation
and it has been noted that the negation map is an involutory order antiautomorphism. Thus, when $\Pi(G)$ is closed under negation, the system ( $\Pi(\beta), \leqslant,^{\prime}$ ) is an orthocomplemented poset (Ref. 23, p. 70). As a consequence, we shall define a manual to be an orthocomplemented manual when its logic is closed under negation.

Naturally we would prefer to have all of the local negations $p(E \backslash D)$, that arise from the local complements of an event $D$, equal to the global negation $p(D)^{\prime}$. As the following example shows, this need not be the case even for an orthocomplemented manual.

Example VI: Let $\mathscr{A}=\{\{a, b\},\{b, c\},\{c, d\}\}$. It is easy to verify that $\mathscr{A}$ is an orthocomplemented manual. Evidently, we have $p(\{b\})^{\prime}=(\{a, c\},\{b\})=p(\{a\})$. On the other hand, $\{c\}$ is a local complement of $\{b\}$, but $p(\{c\})$ $=(\{c\},\{b, d\}) \neq p(\{b\})^{\prime}$.

The following theorem states that these desired equalities are in fact equivalent to a number of other interesting and familiar conditions; for instance condition (ii) is satisfied whenever allows sufficiently many complete stochastic models, that is, whenever $\Pi(\mathbb{Q})$ admits a full set of regular states. Moreover, most of the proposed "quantum logics" $12,15-18,21,22$ are required to be orthomodular posets (Ref. 23, p. 70) and thus satisfy condition (v).

Theorem 6: Leta be a manual. Then the following are equivalent:
(i) If $A, B$ and $C$ are events for $\mathscr{A}$ and $p(A) \oplus p(B)$ $=1$ and $p(A) \oplus p(C)=1$, then $p(B)=p(C)$.
(ii) is a Dacey Manual.
(iii) If $A$ and $B$ are events for $\mathscr{A}$ for which $A \subseteq B^{\perp}$ and $A^{\perp} \cap B^{\perp}=\varnothing$, then $A^{\perp}=B^{\perp \perp}$.
(iv) If $A$ and $B$ are events for $A$ such that $A \subseteq B^{\perp}$, then there exists an event $C$ for for which $A \subseteq C \subseteq C^{\perp \perp}=B^{\perp}$.
(v) The system ( $\left.\Pi(\alpha), \leqslant,^{\prime}\right)$ is an orthomodular poset.

Proof: (i) $\Rightarrow$ (ii): Assume (i) and let $E \in \mathscr{A}$ and $x, y \in X$ be such that $E \subseteq\{x\}^{\perp} \cup\{y\}^{\perp}$. We must show $x \perp y$. Set $A$ $=E \cap\{x\}^{\perp}$ and $B=E \backslash A$ so that $p(A) \oplus p(B)=p(E)=1$, $x \in A^{+}$and $y \in B^{\perp}$. Coherence forces the existence of an operation $G \in \mathscr{A}$ with $A \cup\{x\} \subseteq G$. Set $C=G \backslash A$ and note that $p(A) \oplus p(C)=p(G)=1$ and $x \in C$. By (i), $p(C)=p(B)$, so $y \in B^{\perp}=C^{\perp} \subseteq\{x\}^{\perp}$, proving that $x \perp y$ as required.
(ii) $\Rightarrow$ (iii): Assume (ii) and the hypothesis of (iii). By coherence, there exists an operation $E \in \mathscr{A}$ with
$A \cup B \subseteq E$. Since $E \backslash(A \cup B) \subseteq(A \cup B)^{\perp}=A^{\perp} \cap B^{\perp}=\varnothing$, then $A \cup B=E$. Also, since $A \subseteq B^{\perp}$, we have $B^{\perp \perp} \subseteq A^{\perp}$. To show that $A^{\perp} \subseteq B^{11}$, we assume that $x \in A^{\perp}$ and that $y \in B^{\perp}$ and argue that $x \perp y$ as follows: $E=A \cup B \subseteq\{x\}^{\perp} \cup\{y\}^{\perp}$, hence, $x \perp y$ by (ii). Thus, we have $A^{\perp}=B^{1+}$ as desired.
(iii) $\Rightarrow$ (iv): Assume (iii) and the hypothesis of (iv). By coherence, there exists an operation $E \in \mathscr{U}$ with $A \cup B \subseteq E$. Set $C=E \backslash B$, noting that $C \subseteq B^{\perp}$ and $C^{\perp} \cap B^{\perp}$ $=E^{\perp}=\phi$; hence, that $C^{4}=B^{\perp}$ by (iii). Clearly, $A \subseteq C \subseteq C^{\mu}=B^{\perp}$.
(iv) $\Rightarrow$ (v): If $B$ is any event, then, since $\phi \subseteq B^{\perp}$, (iv) forces the existence of an event $C$ with $C^{\Perp}=B^{\perp}$, so that ( $p(B))^{\prime}=p(C) \in \Pi(\mathbb{A})$. As we have seen, this implies that (II $(\mathbb{A}), \leqslant$, ) is an orthocomplemented poset.

Suppose now that $A$ and $B$ are events with $p(A) \leqslant p(B)$. We must prove the orthomodular identity $p(B)=p(A) \oplus$ $\left[\left.p(A) \oplus(p(B))^{\prime}\right|^{\prime}\right.$, that is, $p(B)=p(A) \oplus\left[(p(A))^{\prime} \wedge p(B)\right]$. Choose an event $C$ such that $p(C)=p(A) \oplus[(p(A)) \wedge p(B)]$ and note that $p(C) \leqslant p(B)$. By an argument given below, we can assume without loss of generality that $C \subseteq B$. We now have

$$
p(C) \oplus(p(B))^{\prime}=\left[p(A) \oplus(p(B))^{\prime}\right] \oplus\left[p(A) \oplus(p(B))^{\prime}\right]^{\prime}=1
$$

hence, $(p(C))^{\prime} \wedge p(B)=0$ by deMorgan's law. This yields $C^{\perp} \cap B^{\Perp}=\emptyset$, which, together with $C \subseteq B$, implies that $C=B$, so that $p(C)=p(B)$ as desired.

For the promised argument, suppose that $p(A) \leqslant p(D)$ for events $A$ and $D$, so that $A \subseteq A^{1 \perp} \subseteq D^{\perp}$. Since $\Pi(\alpha)$ is closed under negation, $D^{\perp \perp}=K^{\perp}$ for some event $K$. Condition (iv) now requires the existence of an event $C$ with $A \subseteq C \subseteq C^{11}=K^{\perp}=D^{\perp 1}$, so we have $p(D)=p(C) \geqslant p(A)$ and actually $A \subseteq C$.
$(\mathrm{v}) \Rightarrow(\mathrm{i})$ : Assume (v) and let $A$ and $B$ be events for which $p(A) \oplus p(B)=1$. Thus, from (v), $p(B) \leqslant(p(A))^{\prime}$ and $(p(A))^{\prime}=p(B) \oplus[p(A) \oplus p(B)]^{\prime}=p(B) \oplus 1^{\prime}=p(B) \oplus 0=p(B)$. Consequently, (i) holds, and the proof is complete.

It now follows that the logic of a conjunctive Dacey manual is an orthomodular lattice (Ref. 20, p. 53); hence, the logic of a $\sigma$-coherent conjunctive Dacey space is a $\sigma$-complete orthomodular lattice. It follows from (24) that if $\mathcal{A}$ is a $\sigma$-coherent conjunctive Dacey manual in which every operation is at most countably infinite, then the logic $\Pi(\infty)$ is a complete orthomodular lattice.

## IV. COMMUTATIVITY AND TESTABILITY

In the study of quantum logics, the notion of commutativity (or compatibility) plays a crucial role. For example, in the orthomodular lattice of all orthogonal projection operators on a Hilbert space, two elements $P$ and $Q$ commute in the sense presently to be defined if and only if $P Q-Q P=0$. In this section, we shall show how commutativity in the logic $\Pi(\infty)$ of a manual $\mathscr{A}$ is intimately connected with the notion of testability introduced in Ref. 13.

Let $\mathscr{A}$ be a given manual. Following Mackey (Ref. 21, p. 70), we shall say that two propositions $p(A)$ and $p(B)$ in $\Pi(N)$ commute, and write $p(A) \mathbf{C} p(B)$, provided that there exist three mutually orthogonal events $A_{1}, B_{1}$ and $D$ with $p(A)=p\left(A_{1}\right) \oplus p(D)$ and $p(B)=p\left(B_{1}\right) \oplus p(D)$. Recall from Ref. 13 that two events $A$ and $B$ are said to be compatible if there exists an operation $E \in \mathscr{A}$ such that $A \cup B \subseteq E$. Clearly, if $A$ and $B$ are compatible events, then $p(A) C p(B)$, for it is only necessary to take $A_{1}$ $=A \backslash B, B_{1}=B \backslash A$ and $D=A \cap B$ in the above definition.

Theorem 7: Let $A$ and $B$ be events for the manual $A$. Then, the necessary and sufficient condition for $p(A)$ $\mathrm{C} p(B)$ to hold is that there exist compatible events $A_{0}$ and $B_{0}$ such that $p(A)=p\left(A_{0}\right)$ and $p(B)=p\left(B_{0}\right)$.

Proof: The remark preceding the theorem establishes the sufficiency. Conversely, suppose that $p(A)=p\left(A_{1}\right) \oplus p(D)$ and $p(B)=p\left(B_{1}\right) \oplus p(D)$, where $A_{1}, B_{1}$ and $D$ are mutually orthogonal events. By coherence, there exists an operation $E \in \mathscr{A}$ with $A_{1} \cup B_{1} \cup D \subseteq E$. Put $A_{0}=A_{1} \cup D, B_{0}=B_{1} \cup D$, and note that $A_{0}$ and $B_{0}$ have the requisite properties.

Corollary 1: Let $A$ be a manual and let $p(A)$, $p(B) \in \Pi(A)$ with $p(A) C p(B)$. Then, the operational propositions $p(A)$ and $p(B)$ are simultaneously testable.

Proof: By Theorem 7, we can suppose, without loss of generality, that $A$ and $B$ are compatible, so that there exists an operation $E \in \mathscr{A}$ with $A \cup B \subseteq E$. By (Ref. 13, Lemma 5), $E$ is effective as a test operation for both $p(A)$ and $p(B)$, and the proof is complete.

The converse of Corollary 1 is, in general, false. For instance, consider the manual $\mathcal{A}=\{a, b\},\{b, c\}$, $\{c, d\}\}$ of Example VI. A simple computation reveals, that the operation $E=\{b, c\}$ is effective as a simultaneous test operation for all of the propositions in the logic $\Pi(\Omega)$; however, $p(\{a\})$ fails to commute with $p(\{d\})$ in the logic $\Pi(\Omega)$. The next theorem shows, among other things, that such anomalous situations do not arise for a Dacey manual.

Theorem 8: Let $A$ and $B$ be events for a Dacey manual A. Then:
(i) An operation $E \in \mathscr{A}$ tests the proposition $p(A)$ if and only if there exists an event $D \subseteq E$ with $p(A)=p(D)$.
(ii) $p(A) \subset p(B)$ if and only if $p(A)$ and $p(B)$ are simultaneously testable.
(iii) $p(A) \perp p(B)$ if and only if $p(A)$ and $p(B)$ are simultaneously testable and disjoint.

Proof: (i) If there exists $D \subseteq E$ with $p(A)=p(D)$, then it is clear from (Ref. 13, Lemma 5) that $E$ tests $p(A)$. Conversely, suppose that $E$ tests $p(A)$, that is, $E \subseteq A^{\perp 1} \cup A^{\perp}$. Put $D=A^{1 \perp} \cap E$, and note that $D \subseteq E$ and that $p(D) \leqslant p(A)$. To prove that $p(D)=p(A)$, it will suffice to prove that $D^{\perp} \subseteq A^{\perp}$. To this end, we shall assume that $x \in D^{\perp}$ and that $a \in A$ and argue that $x \perp a$. Since $a$ is a Dacey manual, it will be enough to show that $E \subseteq\{x\}^{\perp}$ $\cup\{a\}^{\perp}$. But, $E \subseteq D \cup A^{\perp} \subseteq\{x\}^{\perp} \cup\{a\}^{\perp}$, and our argument is complete.
(ii): This follows immediately from Corollary 1, Theorem 7 and part (i) of the present theorem.
(iii): Recall that $p(A)$ and $p(B)$ are said to be disjoint ${ }^{13}$ if $A^{\perp \perp} \cap B^{\Perp}=\emptyset$, that is, if $p(A) \wedge p(B)=0$ in $\Pi(\mathcal{A})$. Obviously, orthogonal propositions are disjoint and, by coherence and (Ref. 13, Lemma 5), orthogonal propositions are simultaneously testable. Conversely, if $p(A)$ and $p(B)$ are disjoint and simultaneously testable, then, by part (ii) of the present theorem, $p(A) C p(B)$ and $p(A) へ p(B)=0$. It is well-known, and easy to check, that in an orthomodular poset, the latter two conditions imply $p(A) \perp p(B)$. Since, by part $(v)$ of Theorem 6 , $\Pi(\Omega)$ is an orthomodular poset, our proof is complete.

We have shown in (Ref. 13, Lemma 5) that every proposition in $\Pi(\infty)$ is closed and testable. Suppose that $\mathscr{A}$ is a Dacey manual and that $(A, B)$ is a closed and testable operational proposition for $\mathscr{A}$. Then $A^{\perp}=B, B^{\perp}=A$ and there exists an operation $E \in \mathscr{A}$ such that $E \subseteq A \cup B$. If we now put $D=E \cap B^{\perp}$, and argue as in Part (i) of Theorem 8, we conclude that $p(D)=(A, B)$, so that $(A, B) \in \Pi(x)$. Thus, we have the following result:

Theorem 9: The logic $\Pi(\alpha)$ of a Dacey manual consists precisely of the closed and testable operational propositions over $\mathscr{A}$.

Let of be any manual. If $Q$ is any subset of $\Pi(\Omega)$, we define the commutant of $Q$, in symbols $C(Q)$, to be the set of all those propositions in $\Pi(\Omega)$ that commute with all of the propositions in $Q$. In particular, the center of $\Pi(\Omega)$ is defined to be $C(\Pi(\omega))$. Notice that 0 and 1 always belong to the center of $I I(\omega)$. Barbara Jeffcott ${ }^{25}$ has shown that the center of $\Pi(\mu)$ is always closed under the negation mapping $p(A) \rightarrow(p(A))^{\prime}$ and has proved the following theorem:

Theorem 10: If $\mathcal{A}$ is any manual, then the center of $\Pi(\mathbb{N})$ forms a Boolean algebra

$$
\left(C(\Pi(\alpha)), \leqslant,^{\prime}\right)
$$

Following customary usage, we shall say that the manual ${ }^{2}$ [or the logic $\Pi(\alpha)$ ] is irreducible provided that $C(\Pi(\infty))=\{0,1\}$. We note that the existence of quantum mechanical superselection rules is equivalent to the condition that the logic of quantum mechanics is reducible (that is, not irreducible), (Ref. 21, p. 136). In a later paper, we shall show that a manual is reducible if and only if it can be "factored" as a "product" of "simpler manuals". In the extreme case in which $C(\Pi(*))=\Pi(N)$, that is when $\Pi(\mathbb{N})$ is a Boolean algebra itself, we shall say that $\mathscr{A}$ is a Boolean manual. Notice that the manual given in Example I of (13) is a Boolean manual. As a corollary of Theorem 10 , we have the following:

Corollary 2: Let be a manual. Then, the following conditions are mutually equivalent:
(i) $\boldsymbol{\sim}$ is a Boolean manual.
(ii) $\Pi(\Omega)$ is closed under the negation mapping and the system $\left(\Pi(N), \leqslant,^{\prime}\right)$ forms a Boolean algebra.
(iii) Any two propositions in $\Pi(\Omega)$ commute.
(iv) $\mathscr{A}$ is a Dacey manual and any two propositions in $\Pi(\infty)$ are simultaneously testable.

## V. SUBLOGICS AND SUBMANUALS

In the following theorem we collect the characteristic properties of the logic of a manual:

Theorem 11: Let $\&$ be a manual. Then the logic $(\Pi(\propto), \leqslant, \perp)$ has the following properties:
(i) $\Pi(\&)$ is partially ordered by $\leqslant$ and, for every $p(A) \in \Pi(A), \quad 0 \leqslant p(A) \leqslant 1$.
(ii) The relation $\perp$ is symmetric on $\Pi(\Omega)$ and, for $p(A) \in \Pi(A), p(A) \perp p(A)$ implies that $p(A)=0$.
(iii) If $p(A), p(B) \in \Pi(A)$ with $p(A) \perp p(B)$, then the supremum $p(A) \oplus p(B)$ exists in ( $\Pi k \times), \leqslant)$.
(iv) If $p(A), p(B), p(C) \in \Pi(\infty)$ with $p(A) \perp p(B)$, $p(A) \perp p(C)$ and $p(B) \perp p(C)$, then $p(A) \perp(p(B) \oplus p(C))$.
(v) If $p(A) \in \Pi(\alpha)$, there exists $p(B) \in \Pi(\alpha)$ with $p(B) \perp p(A)$ and $p(A) \oplus p(B)=1$.
(vi) If $p(A), p(B) \in \Pi(A)$, then $p(A) \leqslant p(B)$ if and only if, for every $p(C) \in \Pi(\mathcal{Q})$, the condition $p(C) \perp p(B)$ implies the condition $p(C) \perp p(A)$.

One can actually show that an abstract system ( $L, \leqslant, \perp$ ) satisfying conditions (i)-(vi) above is isomor phic to the logic of a suitable manual.

Motivated by the above considerations, we define a sublogic of the logic $\Pi(x)$ to be a subset $L$ of $\Pi(\cdots)$ satis fying the following conditions:
(i) $0,1 \in L$.
(ii) If $p(A), p(B) \in L$ with $p(A) \perp p(B)$, then $p(A)$ $\oplus p(B) \in L$.
(iii) If $p(A) \in L$, there exists $p(B) \in L$ with $p(A) \perp p(B)$ and $p(A) \oplus p(B)=1$.
(iv) If $p(A), p(B) \in L$ and if, for every $p(C) \in L$, the condition $p(C) \perp p(B)$ implies the condition $p(C) \perp p(A)$, then $p(A) \leqslant p(B)$.

Notice that if $L$ is a sublogic of $\Pi(\mathscr{A})$, then the system ( $L, \leqslant, 1$ ) inherits properties (i)-(vi) of Theorem 15. We now have the following easily proved result:

Lemma 3: Let $\mathscr{A}$ be a Dacey manual. Then a subset $L$ of $\Pi(\pi)$ is a sublogic if and only if it satisfies the following conditions:
(a) $0,1 \in L$.
(b) If $p(A), p(B) \in L$ with $p(A) \perp p(B)$, then $p(A)$ $\oplus p(B) \in L$.
(c) If $p(A) \in L$, then $(p(A))^{\prime} \in L$.

In particular, if $L$ is a sublogic of $\Pi(\mathbb{N})$, then $\left(L, \leqslant,^{\prime}\right)$ is an orthomodular poset.
Since properties (a), (b), and (c) of Lemma 3 are closure properties, then if $\mathscr{A}$ is a Dacey manual, the intersection of any family of sublogics of $\Pi(\mathbb{A})$ is again a sublogic of $\Pi(\infty)$.

Let $\mathscr{A}$ be any manual. A sublogic $L$ of $\Pi(\mathbb{A})$ will be called a Boolean sublogic of $\Pi(\mathbb{N})$ if it satisfies the following condition: Given $p(A), p(B) \in L$, there exist $p\left(A_{1}\right), p\left(B_{1}\right), p(D) \in L$ with $p(A)=p\left(A_{1}\right) \oplus p(D), p(b)=p\left(B_{1}\right)$ $\oplus p(D)$ and $p\left(A_{1}\right) \perp p\left(B_{1}\right)$. Note that this condition implies that $p(A)$ commutes with $p(B)$ in the logic $\Pi(\&)$; however, in general, elements of a sublogic $L$ of $\Pi(\alpha)$ can commute in $\Pi(\mathbb{Q})$ without satisfying this condition as the following example shows:

Example VII: Let $\mathcal{A}$ be the classical manual consisting of the single operation $E=\{a, b, c, d\}$. Let $L$
$=\{0, p(\{a, d\}), p(\{b, c\}), p(\{c, d\}), p(\{d, a\}), 1\}$. Here $\mathscr{A}$ is a Boolean manual, $\Pi(N)$ is the 16-element Boolean algebra and $L$ is evidently a sublogic of $\Pi(\alpha)$. However, $L$ is isomorphic to the "horizontal sum" of two Boolean algebras of order four; hence it is not a Boolean algebra.

Even though a sublogic of the logic of a Boolean manual need not be a Boolean sublogic, it does follow, from Corollary 2, that a Boolean sublogic $L$ of the logic of any manual is a Boolean algebra in its own right. Moreover, as the next easily proven lemma shows, there is one such Boolean sublogic naturally associated with each operation $E$ in the manual $\mathscr{A}$.

Lemma 4: Let $E$ be an operation in the manual $\mathscr{A}$. Then $\{p(D) \mid D \subseteq E\}$ is a Boolean sublogic of $\Pi(\alpha)$ which is isomorphic to the Boolean algebra of all subsets of $E$.

It follows from Lemma 4 that, for any nonempty subcollection $\mathfrak{M}$ of the manual $\mathscr{A}$, the subset $\Pi(\Re), \mathscr{A})$
$=\{p(D) \mid D \subseteq E$ for some $E \in \mathscr{T}\}$ is the union of a collec tion of Boolean sublogics woven together within the logic $\Pi(\Omega)$. However, $\Pi(\pi), \mathscr{A})$ need not be a sublogic-let alone a Boolean sublogic-of $\Pi(\mathbb{Q})$. As we shall see below, certain mild and natural assumptions on $\mathscr{A}$ and $\mathfrak{M}$ will guarantee that $\Pi(\mathfrak{M}, \mathcal{N})$ is at least a sublogic of $\Pi$ (a).

Let $\mathscr{A}$ be a fixed manual. We naturally define a submanual of $\mathscr{A}$ to be a nonempty subcollection $\mathfrak{T}$ of $\mathscr{A}$ which is a manual in its own right. Let $X$ and $M$ denote the outcome sets of $\mathscr{A}$ and $\Re T$ respectively and let $\perp$ and \# denote the relations of operational rejection induced on $X$ and $M$ respectively by $\mathscr{A}$ and $\mathfrak{N}$. Evidently, any $\mathfrak{N}$-event $D \subseteq M$ is automatically an $\mathscr{A}$-event and for $x, y \in M$, $x \# y \Rightarrow x \perp y$. If $D$ is an 9 -event, we denote the proposition $\left(D^{\# \#}, D^{\#}\right) \in \Pi(\Re)$ corresponding to $D$ by $p_{0}(D)$ $=\left(D^{\# \#}, D^{\#}\right)$. As usual, if $A$ is an $\mathscr{A}$-event, we denote the proposition $\left(A^{\perp+}, A^{\perp}\right) \in \Pi(A)$ by $p(A)$.

It might be expected that if $\mathfrak{\pi}$ is a submanual of $\mathscr{A}$, then $\Pi(\mathscr{T},(\mathscr{A})$ would be a sublogic of $\Pi(\infty)$ isomorphic to $\Pi(\mathscr{M})$ under a correspondence $p_{0}(D)-p(D)$. However, this does not obtain in general because of the weak connection between 1 and \#. Thus, let us say that a submanual $\mathfrak{M}$ of $\mathscr{A}$ is an induced submanual provided that, for $x, y \in M, x \# y \Leftrightarrow x \perp y$. For our purposes, it is not quite sufficient merely to assume that $\mathfrak{N}$ is an induced submanual of $\mathscr{A}$; we must also impose on the parent manual $\boldsymbol{\sim}$ a condition that we have found desirable in other connections, namely, that $\mathscr{A}$ be a Dacey manual. We now have the following theorem:

Theorem 12: Let $\mathfrak{T l}$ be an induced submanual of the Dacey manual $\mathscr{A}$ and let $A$ and $B$ be $\mathfrak{N T}$-events. Let $M$ $=\cup \mathfrak{M}$ and let $\#$ be the relation of operational rejection induced on $M$ by 9 r. Then:
(i) $\mathfrak{I N}$ is a Dacey manual.
(ii) $A^{\#}=A^{\perp} \cap M$.
(iii) $A^{1+}=A^{\# \perp}$.
(iv) $A^{\# \#}=A^{11} \cap M$.
(v) $A^{\perp}=A^{\# \#+}$.
(vi) $P_{0}(A) \leqslant P_{0}(B) \Leftrightarrow p(A) \leqslant p(B)$.
(vii) $\Pi(M \pi, \alpha)$ is a sublogic of $\Pi(\mathscr{A})$ isomorphic to $\Pi(g \pi)$ under the correspondence $P_{0}(A) \leftrightarrow p(A)$.

Proof: (i) Let $E \in \mathfrak{M}$ and suppose that $x, y \in M$ with $E \subseteq\{x\}^{\#} \cup\{y\}^{\#}$. Since $\{x\}^{\#} \subseteq\{x\}^{\perp}$ and $\{y\}^{\#} \subseteq\{y\}^{\perp}$, it follows that $E \subseteq\{x\}^{\perp} \cup\{y\}^{\perp}$. Since $\mathscr{A}$ is a Dacey manual and $E \in \mathfrak{M} \subseteq \mathscr{A}$, the latter condition forces $x \perp y$; hence, since $\mathfrak{M}$ is an induced submanual of $\mathscr{A}$, we have $x \# y$. Thus, $\mathfrak{M}$ is a Dacey manual.
(ii): Since $\mathfrak{H}$ is an induced submanual of $\mathscr{A}$, then \# is precisely the restriction to $M$ of the relation $\perp$ on $X$; hence, (ii) follows immediately.
(iii): Since $\mathscr{A T}$ is a Dacey manual by (i) above, then, by Theorem 6, there exists an $\mathfrak{M}$-event $C$ such that $C^{\# \#}$ $=A^{\#}$. It follows that $A \# C$ and that $A \cup C \in \mathfrak{M}$; hence, that $A \perp C$ and $A \cup C \in \mathscr{A}$. Since $\mathscr{A}$ is a Dacey manual, Theorem 6 implies that $A^{1+}=C^{\perp}$. Since, by (ii) above, $A^{\#} \subseteq A^{ \pm}$, then $A^{\Perp 〕} \subseteq A^{\# t}=C^{\# \# \perp} \subseteq C^{\perp}=A^{\perp}$; hence, $A^{11}$ $=A^{\# 1}$.
(iv): By (iii) above, we have $A^{\# 1}=A^{1 \perp}$, so $A^{\# \#}$ $=A^{\# \perp} \cap M=A^{11} \cap M$.
(v): By (iv) above, $A^{\# \#} \subseteq A^{\perp 1}$; hence, $A^{\perp}=$ $A^{1+1} \subseteq A^{\# \#^{1}} \subseteq A^{\perp}$, so $A^{\perp}=A^{\# \# \perp}$.
(vi): Using (ii) and (iii) above, we produce the following chain of implications: $p_{0}(A) \leqslant p_{0}(B) \Rightarrow B^{\#} \subseteq A \# \Rightarrow$ $A^{\# \perp} \subseteq B^{\# \perp} \Rightarrow A^{\perp \perp} \subseteq B^{\perp 1} \Rightarrow p(A) \leqslant p(B) \Rightarrow B^{\perp} \subseteq A^{\perp} \Rightarrow B^{\perp} \cap M$ $\subseteq A^{2} \cap M \Rightarrow B^{\#} \subseteq A^{\#} \Rightarrow p_{0}(A) \leqslant p_{0}(B)$.
(vii): By (vi), the correspondence $p_{0}(A) \leftrightarrow p(A)$ is a well-defined order isomorphism which clearly preserves orthogonality. By the argument in part (iii), there exists an 9 -event $C$ such that $A^{\perp \perp}=C^{\perp}$; hence, $\left.(p(A))^{\prime}=p(C) \in \Pi(\Re), A\right)$, that is $\Pi(\mathscr{H}, \mathscr{A})$ is closed under the negation map and it easily follows that $\Pi(\Re), \mathscr{A})$ is a sublogic of $\Pi(\mathbb{A})$. The proof is complete. Notice that conditions (ii) and (iv) of Theorem 12 specify that the proposition $p_{0}(A)$ is confirmed (respectively, refuted) by precisely those outcomes in $M$ that confirm (respectively, refute) the corresponding proposition $p(A)$.

Given a manual $\mathscr{A}$, it is now natural to inquire whether every sublogic of $\Pi(\mathscr{A})$ is of the form $\Pi(\mathscr{T}, \mathscr{A})$ for some induced submanual $\mathbb{T}$ of $\mathscr{A}$. Consideration of the classical case in which $\mathscr{A}$ consists of a single operation quickly reveals that the answer is no. However, for the Boolean manual $\mathscr{A}$ of example $I^{13}$ it does turn out that every sublogic is so induced. As we shall see, this is a consequence of the fact that every nonzero proposition in the logic $\Pi(\mathscr{A})$ of the manual $\mathscr{A}$ of example $I$ is elementary in sense that it can be written in the form $p(\{x\})$ for some outcome $x$. Thus, let us define an elementary manual to be a manual $\mathscr{A}$ such that every nonzero proposition in $\Pi(\mathbb{A})$ is elementary. It turns out, as we shall see in Example IX in the next section, that the condition that a manual be elementary can always be satisfied in practice.

Theorem 13: Let $\mathscr{A}$ be an elementary manual and let $L$ be a sublogic of $\Pi(\mathbb{N})$. Let $\mathcal{A}_{L}=\{E \in \mathscr{A} \mid$ for every $D \subseteq E, p(D) \in L\}$. Then $\mathscr{A}_{L}$ is an induced submanual of $\mathscr{A}, \mathscr{A}_{L}$ is an elementary manual in its own right, and $\Pi\left(\mathcal{A}_{L}, \mathscr{A}\right)=L$.

Proof: Since $1 \in L \subseteq \Pi(\alpha)$ and $\mathscr{A}$ is elementary, there exists an outcome $e$ for $\mathscr{A}$ with $p(\{e\})=1$. Hence, $\{e\} \in \mathscr{A}_{L}$, so $\mathscr{A}_{L}$ is not empty. We now claim that if $A \subseteq E \in \mathscr{A}_{L}$ and $B \subseteq F \in \mathscr{A}_{L}$ with $A \perp B$, then there exists $G \in \mathscr{A}_{L}$ with $A \cup B \subseteq G$. In fact, since $p(A) \perp p(B)$ with $p(A), p(B) \in L$, then, since $L$ is a sublogic of $\Pi(\mathbb{Q})$, we must have $p(A \cup B)=p(A) \oplus p(B) \in L$. Moreover, there exists an event $C$ with $p(C) \in L$ and $p(A \cup B) \oplus p(C)=1$. Since $\alpha$ is elementary, there exists an outcome $c$ for with $p(C)=p(\{c\})$. Put $G=A \cup B \cup\{c\}$, and note that $G \in \mathscr{A}$. In order to show that $G \in \mathscr{A}_{L}$, we choose any $D \subseteq G$. Then $p(D)=p(D \cap A) \oplus p(D \cap B) \oplus p(D \cap\{c\})$. Since $D \cap\{c\}$ is either empty or equal to $\{c\}$, then $p(D \cap\{c\})$ belongs to $L$ along with $p(D \cap A)$ and $p(D \cap B)$. Since $L$ is closed under finite orthogonal joins, it follows that $p(D) \in L$; hence, $G \in \mathscr{A}_{L}$ as required. Put $X_{L}=\cup \mathscr{A}_{L}$ and define, for $x, y \in X_{L}, x \# y \Leftrightarrow x \neq y$ and there exists $E \in \mathscr{A}_{L}$ with $x, y \in E$. Note that $x \# y \Rightarrow x \perp y$; hence, for $A, B \subseteq X_{L}, A \# B \leftrightharpoons A \perp B$. The coherence of $\mathscr{A}_{L}$ is now an immediate consequence of the above claim, so $\mathscr{A}_{L}$ is a submanual of $\mathscr{A}$. To show that $\mathscr{U}_{L}$ is an induced submanual of $\mathscr{A}$, we choose $x, y \in X_{L}$ with $x \perp y$. In the above
claim, again, let $A=\{x\}, B=\{y\}$ and conclude that $x \# y$. Now, to show that $\mathscr{A}_{L}$ is elementary, let $D$ be an $\mathscr{A}_{L^{-}}$ event. Thus, there exists $E \in \mathscr{A}_{L}$ with $D \subseteq E$. Since $\mathscr{A}$ is elementary, there exist outcomes $x$ and $y$ for $\mathscr{A}$ with $p(\{x\})=p(D) \in L$ and $p(\{y\})=p(E \backslash D) \in L$. Evidently, $\{x, y\}$ $\in \mathscr{A}$. As in the proof of the above claim, $\{x, y\} \in \mathscr{A}_{L}$, so $x \in X_{L}$. Since $\mathscr{A}_{L}$ is an induced submanual of $\mathscr{A}$, then $x^{\#}$ $=x^{\perp} \cap X_{L}=D^{\perp} \cap X_{L}=D^{\#}$. Consequently, $\mathscr{A}_{L}$ is an elementary manual.

Clearly, $\Pi\left(\mathscr{A}_{L}, \mathscr{A}\right) \subseteq L$. Conversely, choose $p(A) \in L$, where $A$ is an $\mathscr{A}$-event. There exists an $\mathcal{A}$-event $B$ with $p(B) \in L$ and $p(A) \oplus p(B)=1$. As above, there exist outcomes $a$ and $b$ for $A$ with $p(\{a\})=p(A)$ and $p(\{b\})=p(B)$ and so $\{a, b\} \in \mathscr{A}_{L}$. Hence, $p(A)=p(\{a\}) \in \Pi\left(\mathscr{A}_{L}, \mathscr{A}\right)$, and the proof is complete.

## VI. REFINEMENT AND COARSENING OF OPERATIONS

As we pointed out in (Ref. 13), a manual of physical operations is often treated classically by imagining that there exists a single "grand canonical operation" thatin some sense-simultaneously refines all of the operations in the given manual. "Hidden variable theories" could be interpreted as attempts to secure such an operation. ${ }^{26-28}$ The notion of refinement, as well as the converse notion of coarsening, will be introduced formally in the present section and some of its basic properties will be explored.

Let $E$ and $F$ be operations in the manual $\mathscr{A}$. We shall say that $F$ refines $E$ relative to the manual $\&$ and write $E \subseteq F$ provided that for each outcome $e \in E$ there exists an event $D \subseteq F$ such that $p(\{e\})=p(D)$. If $E \subseteq F$, we shall also say that $E$ is a coarsening of $F$.

Example VIII: Let $Z$ be a nonempty set. By a partition of $Z$, we mean, as usual, a collection $\left\{Z_{j} \mid j \in J\right\}$ of nonempty subsets of $Z$ such that $Z_{i} \cap Z_{j}=\emptyset$ for $i, j \in J$ with $i \neq j$ and such that $Z=\cup\left\{Z_{j} \mid j \in J\right\}$. Let $\mathscr{A}$ be the set of all partitions of $Z$. Then $\mathscr{A}$ is a Boolean manual and, for $E, F \in \mathscr{A}, E \subseteq F$ if and only if the partition $F$ refines the partition $E$ in the customary sense that every set in $E$ is a union of sets in $F$. Notice that the operation $Z^{*}$ $=\{\{z\} \mid z \in Z\} \in \mathscr{A}$ is effective as a common refinement of all of the operations in the manual 4.

Theorem 14: Let $A$ be a manual and let $E, F \in \mathscr{A}$. Consider the following conditions:
(i) $E \subseteq F$.
(ii) $A \subseteq E \Rightarrow$ there exists $B \subseteq F$ with $p(A)=p(B)$.
(iii) $\Pi(\{E\}, \infty) \subseteq \Pi(\{F\}, \mathscr{A})$.
(iv) $F$ tests $p(D)$ for all $D \subseteq E$.
(v) $F$ tests $p(\{e\})$ for all $e \in E$.
(vi) $f \in F \Rightarrow$ there exists $e \in E$ with $p(\{f\}) \leqslant p(\{e\})$.
(vii) $e \in E \Rightarrow$ there exists $f \in F$ with $p(\{f\}) \leqslant p(\{e\})$.

Then, conditions (i), (ii) and (iii) are mutually equiva lent. Also, conditions (iv), (v) and (vi) are mutually equivalent. Condition (iii) implies condition (iv) and condition (vi) implies condition (vii). If is a Dacey manual, then conditions (i) through (vi) are mutually equivalent.

Proof: Let $A \subseteq E$ and assume that condition (i) holds. For each $e \in E$, choose $F_{e} \subseteq F$ such that $p(\{e\})=p\left(F_{e}\right)$. If we put $B=\cup\left\{F_{e} \mid e \in A\right\}$, we will have $B \subseteq F$ and $p(A)$ $=p(B)$; hence, $(\mathrm{i}) \Rightarrow(\mathrm{ii})$. That (ii) $\Rightarrow$ (iii) and that (iii) $\Rightarrow(\mathrm{i})$ is clear. Hence, $(\mathrm{i}) \Leftrightarrow(\mathrm{ii}) \Leftrightarrow$ (iii). We shall now show that (iii) $\Rightarrow$ (iv). Assume (iii) and let $D \subseteq E$. By (iii), there exists $B \subseteq F$ with $p(D)=p(B)$. Since $B \subseteq F$, then $F$ tests $p(B)=p(D)$; hence, (iii) $\Rightarrow$ (iv).

Evidently, (iv) $\Rightarrow(v)$. We now show that $(v) \Rightarrow(v i)$. Assume (v) and let $f \in F$. Since $f \notin \phi=E^{\perp}$, there exists $e \in E$ with $f \notin\{e\}^{\perp}$. But, by (v), $f \in F \subseteq\{e\}^{\Perp \perp} \cup\{e\}^{+}$; hence, $f \in\{e\}^{\perp \perp}, p(\{f\}) \leqslant p(\{e\})$. This proves that $(\mathrm{v}) \Rightarrow(\mathrm{vi})$. We now claim that (vi) $\Rightarrow$ (iv). To see this, assume (vi) and let $D \subseteq E$. We must prove that $F \subseteq D^{\Perp} \cup D^{\perp}$. Thus, choose an arbitrary $f \in F$. By (vi), there exists $e \in E$ with $f \in\{e\}^{\perp 1}$. If $e \in D$, then $f \in\{e\}^{\perp \perp} \subseteq D^{\perp \perp}$, while if $e \in E \backslash D$, then, $f \in\{e\}^{\perp \perp} \subseteq D^{\perp}$. This proves that (vi) $\Rightarrow$ (iv). Hence, (iv) $\Leftrightarrow(\mathrm{v}) \Leftrightarrow$ (vi). We shall now show that (vi) $\Rightarrow$ (vii). Assume (vi) and suppose that $e \in E$. Since $e \notin \phi=F^{1}$, there exists $f \in F$ with $f \notin\{e\}^{\perp}$. By (vi), there exists $e_{0}$ $\in E$ with $f \in\left\{e_{0}\right\}^{\perp 1}$. If $e_{0} \neq e$, then we would have $f \in\left\{e_{0}\right\}^{\perp 1}$ $\subseteq\{e\}^{\perp}$, a contradiction. Hence, $e_{0}=e$ and $f \in\{e\}^{\perp 1}$, that is, $p(\{f\}) \leqslant p(\{e\})$. Thus, (vi) $\Rightarrow$ (vii).

Now, assume that is a Dacey manual. In order to show that conditions (i) through (vi) are mutually equivalent it will suffice to show that (iv) $\Rightarrow$ (ii). Thus, assume (iv) and let $A \subseteq E$. By (iv), $F$ tests $p(A)$. By theorem 8, part (i), there exists $B \subseteq F$ with $p(B)=p(A)$. This proves (iv) $\Rightarrow$ (ii) when $A$ is a Dacey manual, and the proof of our theorem is complete.

The equivalence of conditions (i) and (ii) in Theorem 14 shows immediately that the relation $ㄷ$ is transitive on $\mathscr{A}$, that is, if $E, F, G \in \mathscr{A}$ with $E \subseteq F$ and $F \subseteq G$, then $E \subseteq G$. Since it is clear that any operation is a refinement of itself, then ( $\sim, 5$ ) is a quasiordered set in the sense of (Ref. 20, p. 20).

In the following example, we shall show that any manual can be replaced by a manual $\Omega^{*}$ that contains all possible coarsenings of the operations in $\mathscr{A}$. In order to effect this, it is only necessary to promote the nonempty $\mathscr{A}$-events to the status of outcomes.

Example IX: Given a manual $A$, we define the event saturation of $\mathscr{A}$ to be the manual $\mathscr{A}^{*}$ consisting of all partitions of the operations in $\mathscr{A}$. Then, each operation $E \in \mathscr{A}$ can be canonically identified with the corresponding $E^{*}=\{\{x\} \mid x \in E\} \in \mathscr{A}^{*}$. The operations in $\mathscr{A}^{*}$ accordingly represent coarsenings of the operations in $\mathscr{A}$ and every such coarsening appears explicitly ine**. Furthermore, $\mathscr{A}^{*}$ is an elementary manual and $\Pi\left(\mathscr{A}^{*}\right)$ is canonically isomorphic to $\Pi(\mathscr{A})$. Notice that the outcomes for $\mathscr{A}^{*}$ are precisely the nonempty $A^{\prime}$-events. The manual $\mathscr{A}^{*}$ has a number of interesting and significant induced submanuals. In particular, if we are concerned only with finite (respectively, countable) coarsenings of the operations in $\mathscr{A}$, we can look at the submanual $\mathscr{A}_{0}^{*}$ (respectively, $\mathscr{A}_{\infty}^{*}$ ) consisting only of the finite (respectively, finite or countable) operations in $\mathscr{A}^{*}$. Note that $\mathscr{A}_{0}^{*}$ and $\mathscr{A}_{\infty}^{*}$ are also elementary and that $\Pi\left(\mathscr{A}_{0}^{*}, \mathcal{A}^{*}\right)$ $=\Pi\left(\mathscr{A}_{\infty}^{*}, \mathscr{A}^{*}\right)=\Pi\left(\mathscr{A}^{*}\right)$.

In the passage from $\mathscr{A}$ to $\mathscr{A}^{*}$ we have lost nothing of physical significance. Moreover, $\mathscr{A}^{*}$ is the "elementary
version" of the manual promised in the preceding section; clearly, in practice, it is always available.

Let $\mathscr{A}$ be a manual and let $\subseteq$ be the refinement relation on $\mathscr{A}$. If $\mathfrak{M}$ is a subset of $\mathscr{A}$ and if there exists an operation $E$ in $\mathfrak{M}$ such that, for every operation $F \in \mathscr{H}, F \check{C} E$, then we would surely be prepared to say that $E$ is effective as a "grand canonical operation" for the set $\mathfrak{F}$. In practice, however, such a stringent operational condition can rarely be achieved. A more realistic condition is obtained if we merely require that, given any two operations $E$ and $F$ in $\mathfrak{\pi}$ there exists an operation $G$, also in $\mathfrak{M}$, such that $E, F \subseteq G$. If $\mathfrak{M}$ is a nonempty subset of satisfying the latter condition, we shall follow customary mathematical usage and say that $\mathfrak{T}$ is upward directed by refinement. Given such an upward directed set $\mathfrak{M}$, nothing is lost if we adjoin to $\mathfrak{M}$ all of the available coarsenings of the operations already in $\mathfrak{M}$. These considerations lead us to define a refinement ideal in the manual $\mathscr{A}$ to be a nonempty subset $\pi \mathbb{A}$ of wich is upward directed by refinement and which has the property that if $F \in \mathfrak{M}$ and if $E \in \mathscr{\sim}$ with $E \subseteq F$, then $E \in \mathscr{M}$.

Theorem 15: Let $\mathfrak{M}$ be a refinement ideal in the manual $\mathscr{A}$. Then, $\mathscr{M}$ is an induced Boolean submanual of $\mathscr{A}$ and the Boolean algebra $\Pi\left(H_{0}\right)$ is isomorphic to the Boolean sublogic $\Pi(\Re), \mu)$ of $\Pi(\alpha)$.

Proof: Let $E, F \in \mathfrak{M}$ and let $A \subseteq E, B \subseteq F$. Since $\mathfrak{M}$ is a refinement ideal, there exists an operation $G \in \mathscr{M}$ with $E, F \subset G$. By Theorem 14, there exist $A_{1}, B_{1} \subseteq G$ such that $p(A)=p\left(A_{1}\right)$ and $p(B)=p\left(B_{1}\right)$. Put $A_{0}=A_{1} \backslash B_{1}, B_{0}$ $=B_{1} \backslash A_{1}$ and $D=A_{1} \cap B_{1}$, so that $p\left(A_{0}\right), p\left(B_{0}\right)$ and $p(D)$ are mutually orthogonal propositions in $\Pi(M, A), p(A)$ $=p\left(A_{0}\right) \oplus p(D)$ and $p(B)=p\left(B_{0}\right) \oplus p(D)$.

Suppose first that $A \perp B$. Then, $p(A) \oplus p(B)$ $=p\left(A_{1}\right) \oplus p\left(B_{1}\right)$. Let $C=G \backslash\left(A_{1} \cup B_{1}\right), H=A \cup B \cup C$, noting that, by the coherence of $\mathscr{A}, H$ is an $\mathscr{A}$-event. But, $p(H)=p(A) \oplus p(B) \oplus p(C)=p\left(A_{1}\right) \oplus p\left(B_{1}\right) \oplus p(C)=p(G)$ $=1$; hence, $H \in \mathscr{A}$. We claim that $H \subseteq G$. To establish this claim, we choose $h \in H$ and prove the existence of an event $D_{n} \subseteq G$ such that $p(\{h\})=p\left(D_{h}\right)$. If $h \in A$, we use the fact that $A \subseteq E \subseteq G$ to produce $D_{h} \subseteq G$ with $p(\{h\})$ $=p\left(D_{h}\right) . A$ similar argument applies if $\hbar \in B$, while, if $h \in C$, we merely put $D_{h}=\{h\}$. Thus, $H \subseteq G \in \mathfrak{M}$. Thus, since $\mathscr{M}$ is a refinement ideal, $H \in \mathscr{M}$. This proves that $\mathfrak{M}$ is actually an induced submanual of $\mathfrak{A}$.

We now drop the assumption that $A \perp B$. Let $Y$ be the outcome set for the manual $\mathfrak{M}$ and let \# be the relation of operational rejection induced on $Y$ by $\mathfrak{M}$. Since $\mathfrak{M r}$ is an induced submanual of $\mathcal{A}$, then, for $M \subseteq Y$ we have $M^{\#}=M^{\perp} \cap Y$. We now suppose that the two propositions ( $A^{\# \#}, A^{\#}$ ) and ( $B^{\# \#}, B^{\#}$ ) in the logic $\Pi(\mathscr{T})$ coincide, that is, we suppose that $A \#=B^{\#}$. Since $p(A)=p\left(A_{0}\right) \oplus p(D)$ and $p(B)=p\left(B_{0}\right) \oplus p(D)$, we have $A^{\perp}=\left(A_{0}\right) \perp \cap D^{\perp}$ and $B^{\perp}$ $=\left(B_{0}\right)^{\perp} \cap D^{\perp}$. Intersection of both sides of the latter equations with $Y$ produces $A^{\#}=\left(A_{0}\right)^{\#} \cap D^{\#}$ and $B^{\#}=\left(B_{0}\right)^{\#}$ $\cap D^{\#}$, so that $\left(A_{0}\right) \# \cap D^{\#}=\left(B_{0}\right)^{\#} \cap D^{\#}$. Since $A_{0} \subseteq\left(B_{0}\right)^{\#}$ $\cap D^{\#}$, we have $A_{0} \subseteq\left(A_{0}\right)^{\#}$, which forces $A_{0}=\phi$. Similarly, $B_{0}=\phi$, so $p(A)=p(D)=p(B)$. This allows us to define a mapping $\phi: \Pi(\mathscr{M}) \rightarrow \Pi(\mathscr{M}, \infty)$ by $\phi\left(\left(A^{\# \#}, A^{\#}\right)\right)=p(A)$ for every $\mathfrak{M}$-event $A$. That $\phi$ is an isomorphism is clear. The above considerations also show immediately that $\Pi(M, \Omega)$ is a Boolean sublogic of $\Pi(x)$. Since $\Pi(\mathscr{H})$
is isomorphic to the Boolean algebra $\Pi\left(\mathcal{T H}_{, \alpha}\right)$, it too is a Boolean algebra. The proof is complete.

The preceding theorem naturally raises the following question: If $\mathfrak{M}$ is an induced submanual of the manual $\mathscr{A}$, and if there exists an operation $E \in \mathscr{A}$ which simultaneously refines all of the operations in $\mathfrak{M}$, then is $\mathfrak{M}$ a Boolean submanual? An obvious modification of Example VII shows that, in general, the answer is no.

Suppose now that is an elementary manual and that $L$ is a Boolean sublogic of $\Pi(\alpha)$. By Theorem 13, $\mathscr{A}_{L}$ $=\{E \in \mathscr{A} \mid p(D) \in L$ for every $D \subseteq E\}$ is an induced elementary submanual of $\mathscr{A}$ and $\Pi\left(\mathscr{A}_{L}, \mathscr{A}\right)=L$. Furthermore, it is clear that if $F \in \mathscr{A}_{L}$ and if $E \in \mathscr{A}$ with $E \subseteq F$, then $E \in \mathcal{A}_{L}$. In view of Theorem 15, it is natural to ask if $\alpha_{L}$ is a refinement ideal. Suitable examples show that the answer, in general, is no. If we assume that $\mathscr{A}$ is not only elementary, but locally finite in the sense that every operation in is finite, then we can prove that $\mathscr{A}_{L}$ is indeed a refinement ideal.

Theorem 16: Let $\mathscr{A}$ be an elementary and locally finite manual, let $L$ be a Boolean sublogic of $\Pi(\mathscr{d})$ and let $\mathscr{A}_{L}$ $=\{E \in \mathscr{A} \mid p(D) \in L$ for every $D \subseteq E\}$. Then, $\mathscr{A}_{L}$ is a refinement ideal in $\mathscr{A}$ and $L=\Pi\left(\mathscr{R}_{L}, \mathscr{A}\right)$.

Proof: By Theorem 13, we know that $\mathscr{A}_{L}$ is an induced elementary submanual of $\sim$ and that $\Pi\left(* \mathscr{Q}_{L}, w\right)=L$. It is easy to see that if $F \in \mathscr{A}_{L}$ and if $E \in \mathscr{A}$ with $E \subseteq F$, then $E \in \mathscr{A}_{L}$. We have only to show that if $E, F \in \mathscr{A}_{L}$, there exists $G \in \mathscr{A}_{L}$ with $E, F\left[G\right.$. Thus, let $E, F \in \mathscr{A}_{L}$ and choose, for each $e \in E$ and each $f \in F$, an $\mathcal{A}$-event $D(e, f)$ such that $p(D(e, f))$ is the infimum, calculated in the Boolean algebra $L$, of $p(\{e\})$ and $p(\{f\})$. Because of the distributive laws in the Boolean algebra $L$, we have $p(\{e\})=\oplus\{p(D(e, f)) \mid f \in F\}$ for each $e \in E$.

Let $J=\{(e, f) \mid e \in F, f \in F$ and $D(e, f) \neq \phi\}$. Since is elementary, we can choose an $\{$-outcome $x(e, f)$ for each $(e, f) \in J$ such that $p(\{x(e, f)\})=p(D(e, f))$. Let $G$ $=\{x(e, f) \mid(e, f) \in J\}$. Since $d$ is locally finite, then $G$ is a finite orthogonal set; hence, by coherence, $G$ is an $\mathscr{A}$ event. We are going to show that $G \in \mathscr{\mu}$. In order to do this, it will suffice to show that there exists no $\mathscr{A}$-outcome $x$ with $x \in G^{\perp}$. But, if $x \in G^{\perp}$, then $x \in(D(e, f))^{\perp}$ for every $e \in E$ and every $f \in F$. From the equation $p(\{e\})$ $=\oplus\{p(D(e, f)) \mid f \in F\}$, it follows that $x \perp e$ for every $e \in E$, contradicting (Ref. 13, Lemma 3). We conclude that $G \in \mathscr{A}$

Since $\alpha$ is locally finite, then $G$ is a finite set. Thus, if $A \subseteq G, p(A)=\oplus\{p(\{x\}) \mid x \in A\} \in L$; hence, $G \in \mathscr{A}_{L}$. Suppose that $e \in E$. Let $A=\{x(e, f) \mid(e, f) \in J, f \in F\}$ and note that $A \subseteq G$ with $p(A)=\oplus\{p(\{x(e, f)\}) \mid(e, f) \in J, f \in F\}$ $=\oplus\{p(D(e, f)) \mid f \in F\}=p(\{e\})$. This proves that $E \subseteq G$. A similar argument shows that $F \underset{C}{ }$, and the proof is complete.

Theorem 17: Let a be a locally finite elementary manual. Then there is a one-to-one correspondence $L$ $\rightarrow \mathscr{A}_{L}$ between Boolean sublogics $L$ of $\Pi(\mathbb{\alpha})$ and refinement ideals $\mathscr{A}_{L}$ in $\mathscr{A}$.

Proof: For each Boolean sublogic $L$ of $\Pi(\otimes)$, let $\alpha_{L}$ $=\{E \in \mathscr{A} p(D) \in L$ for all $D \subseteq E\}$. By Theorem 16, $\mathscr{A}_{L}$ is a refinement ideal in $\Pi\left(\mathscr{A}_{L}, \mathscr{A}\right)=L$. Let $9 \pi$ be a refinement ideal in $\mathscr{C}$. We must prove that there exists
a Boolean sublogic $L$ of $\Pi(\mathbb{N})$ with $\mathfrak{M}=\mathscr{A}_{L}$. By Theorem $15, L=\Pi(\mathfrak{T},(\alpha)$ is a Boolean sublogic of $\Pi(\Omega)$. Further more, it is clear that $\mathfrak{N} \subseteq \mathscr{A}_{L}$. Suppose that $E \in \mathscr{A}_{L}$. Then, for each $e \in E, p(\{e\}) \in L=\Pi(\Re), \mathscr{A})$; hence, there exists an $\mathfrak{H K}$-event $D_{e}$ such that $p(\{e\})=p\left(D_{e}\right)$. By Theorem 15, $\mathfrak{M}$ is an induced submanual of $\mathscr{2}$. By coherence, and the fact that $E$ is finite, it follows that $\cup\left\{D_{e} \mid e \in E\right\}$ is an $\mathfrak{H}$-event. Put $F=\cup\left\{D_{e} \mid e \in E\right\}$ and note that $p(F)=\oplus\left\{p\left(D_{e}\right) \mid e \in E\right\}=\oplus\{p(\{e\}) \mid e \in E\}=p(E)=1$; hence, $F \in \mathfrak{M}$. Evidently, $E \subset F$; hence, since $\mathscr{M}$ is a refinement ideal, $E \in \mathfrak{N}$. Thus, $\mathfrak{M}=\mathscr{N}_{L}$, and the proof is complete.

If we wish to invoke Theorem 17 in order to study the Boolean sublogics of a manual $\mathscr{A}$ which is not necessarily elementary or locally finite, we can always pass to the manual $\mathscr{A}_{0}^{*}$ of Example IX, noting that this entails no essential loss of physical content and that the logic $\Pi\left(\alpha_{0}^{*}\right)$ is canonically isomorphic to the logic $\Pi(\propto)$. Thus, suppose that $\mathscr{A}$ is a locally finite elementary manual. Let $D$ be an $\mathscr{A}$-event and choose any operation $E \in \mathscr{A}$ with $D \subseteq E$. Let $\mathfrak{N}=\{H \in \mathscr{A} \mid H \subseteq E\}$, noting that $\mathfrak{N}$ is a refinement ideal in $\mathscr{A}$ and that, by Zorn's lemma, $\mathfrak{M}$ can be extended to a maximal refinement ideal $\mathscr{A}$ of $\mathscr{A}$. By Theorem 17, the corresponding Boolean sublogic $B$ $=\Pi(\mathscr{N}, \mathscr{E})$ is a maximal Boolean sublogic of $\Pi(\mathbb{N})$ and $p(D) \in B$. Following Greechie, ${ }^{29}$ we refer to a maximal Boolean sublogic of $\Pi(\mathbb{d})$ as a block. Thus, we have the following result:

Theorem 18: Let be any manual and let $p(D)$ be any proposition in the logic $\Pi(\mathbb{N})$. Then, there exists at least one block $B$ in $\Pi(\Omega)$ with $p(D) \in B$.

Thus the structure of the logic $\Pi(\mathscr{N})$ of a manual $\mathscr{A}$ is determined by the structure of its blocks and the manner in which they intertwine. The notion of an observable will be introduced in a forthcoming paper in this series, and it will be seen that each observable "lives on" some block. Moreover, the set of all observables that "live on" a given block will provide a maximal classical view of the experimental universe of discourse implicit in the manual of operations under consideration. As a consequence of Theorem 17, it will be seen that the operations that measure these observables are precisely
those in the refinement ideal corresponding to the block. The maximal classical views provided by the various blocks are, of course, complementary in the sense of N. Bohr. ${ }^{30}$
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#### Abstract

The motion of the electron in the classical as well as in the quantized field of two circularly polarized waves which move in opposite directions is investigated. The spin characteristics of the electron are neglected and it is assumed that the electron and one of the waves move in the same direction. In the classical case the problem is reduced to the solution of the general Mathieu equation, but in the quantum case to the solution of an ordinary second-order differential equation with two irregular points. For particular values of the parameters the analytic expressions of the solution are found. The character of the solution essentially depends on the mutual polarization of waves. The conserved quantity for opposite polarization of waves is the energy of the electron, but for the same polarization it is the momentum of the electron. In the latter case the effective potential depends on the time, and the electron-positron pair creation is allowed.


## I. INTRODUCTION

In view of the increased experimental possibilities of producing strong electromagnetic fields, there has been more interest in finding fields for which the exact solution of the Dirac equation can be obtained (or of the Klein-Gordon equation in the case of scalar electrodynamics). Apart from the previously known solutions of the Dirac equation (the bibliography is mentioned in Ref. 1), in recent years solutions have also been found for other potentials. ${ }^{2-4}$

On the other hand, quantization of an electromagnetic field involves such difficulties of a mathematical and fundamental nature that beside the traditional perturbation theory there are but few exactly solvable models ${ }^{5,8}$ One of the authors ${ }^{7,8}$ has found a solution for the model which, of all the quantized electromagnetic field, allowed only for the photons propagating in one direction. The model is valid at large numbers of photons and the solution obtained is a quantum generalization of Volkov's solution for the electron in the classical field of a plane wave.

The present paper considers the motion of an electron in the field of two monochromatic electromagnetic waves. A similar problem has already been considered in connection with the Kapitza-Dirac effect. In this process one usually proceeds from the Schrödinger equation in which the vector potential is time-averaged. ${ }^{9,10}$ For Dirac's equation this problem was considered by Sen Gupta. ${ }^{11}$ We shall treat both the case of the classical field of two electromagnetic waves and that of the quantized field. The latter leads to equations which are of interest from the point of view of mathematics. For simplicity, we shall neglect the spin properties of the electron, using the Klein-Gordon equation throughout.

## II. ELECTRON IN THE CLASSICAL FIELD OF TWO ELECTROMAGNETIC WAVES

The Klein-Gordon equation has the form (the metrics and the system of units are the same as in Ref. 12)

$$
\begin{equation*}
\left[\left(i \frac{\partial}{\partial x_{\mu}}+e A_{\mu}\right)^{2}+m^{2}\right] \Psi=0 \tag{1}
\end{equation*}
$$

where $e$ and $m$ are the charge and mass of the electron, $A_{\mu}$ is the vector potential of the electromagnetic field.

We shall use the coordinate system in which the waves propagate in opposite directions with equal frequencies. Suppose that this direction coincides with the $z$ axis. One can always pass to such a coordinate system with the help of a Lorentz transformation, excepting the case when both waves propagate in the same direction. Further, we shall confine ourselves only to the case when the electron moves along the $z$ axis and both waves have circular polarization. The vector potential of such waves can be written as

$$
\begin{align*}
A_{\mu}^{\neq}= & a_{1}\left[e_{1 \mu} \cos \left(k_{1} x\right)+e_{2 \mu} \sin \left(k_{1} x\right)\right]+a_{2}\left[e_{1 \mu} \cos \left(k_{2} x\right)\right. \\
& \left. \pm e_{2 \mu} \sin \left(k_{2} x\right)\right] \tag{2}
\end{align*}
$$

where $a_{1}$ and $a_{2}$ are the wave amplitudes and the unit polarization vectors $e_{1 \mu}$ and $e_{2 \mu}$ and the wave vectors $k_{1}$ and $k_{2}$ satisfy the relations $\left(e_{1} e_{2}\right)=\left(e_{i} k_{j}\right)=k_{1}^{2}=k_{2}^{2}=0$. The " + " and " - " signs indicate, respectively, opposite and similar circular polarizations of both waves.

Now if expression (2) is substituted in Eq. (1), we shall find that with opposite polarization of the waves the wave function is $\Psi=\varphi_{1}(z) \exp (-i E t)$, where $\varphi_{1}$ satisfies the equation

$$
\begin{equation*}
\left[\frac{d^{2}}{d z^{2}}+E^{2}-m^{2}-e^{2}\left(a_{1}^{2}+a_{2}^{2}\right)-2 e^{2} a_{1} a_{2} \cos 2 \omega z\right] \varphi_{1}=0 \tag{3}
\end{equation*}
$$

With similar circular polarization the wave function is $\Psi=\varphi_{2}(t) \exp \left(i p_{z} z\right)$ and $\varphi_{2}$ satisfies the equation

$$
\begin{equation*}
\left[\frac{d^{2}}{d t^{2}}+p_{z}^{2}+m^{2}+e^{2}\left(a_{1}^{2}+a_{2}^{2}\right)+2 e^{2} a_{1} a_{2} \cos 2 \omega t\right] \varphi_{2}=0 \tag{4}
\end{equation*}
$$

Here $E$ and $p_{z}$ are the energy and the momentum of the electron, $\omega$ is the frequency of the electromagnetic waves, $t$ is the time.

It is noteworthy that in both cases the variables are separable. This property vanishes if one passes to linearly polarized fields and takes into account that component of the momentum of the electron which is perpendicular to the direction of propagation of the waves. As is seen, the electron energy is conserved and the effective potential is periodic in $z$ in the first case, and in the second case the momentum of electron is conserved along the $z$ axis and the effective potential is periodic in time. Equations (3) and (4) are Mathieu equations. ${ }^{13}$ We are concerned with stationary solutions in the form of propagating waves, so that

$$
\begin{align*}
& \varphi_{1}=\exp \left(i p_{z}^{\prime} z\right) \sum_{n=-\infty}^{\infty} a_{n} \exp (i \omega n z) \\
& \varphi_{2}=\exp \left(-i E^{\prime} t\right) \sum_{n=-\infty}^{\infty} b_{n} \exp (-i \omega n t) \tag{5}
\end{align*}
$$

where $p_{z}^{\prime}$ and $E^{\prime}$ are real characteristic exponents and the sums are periodic functions in $z$ and $t$ with period of $2 \pi / \omega$. However, the stationary solutions (5) exist not for arbitrary values of the parameters, but only in the socalled stability zones. Along with these zones there exist forbidden zones with respect to energy for Eq. (3) and with respect to momentum for Eq. (4). In the first case the physical picture corresponds qualitatively to the motion of an electron in a one-dimension lattice in a solid. For the second case a physically analogous problem is difficult to imagine. It should be noted that since in case (5) $n$ changes from $-\infty$ to $\infty$ the function $\varphi_{2}$ will always contain terms both with positive and negative frequency. This means that pair production is observed in the second case. Apparently, it will be most intense when $E^{\prime}$ becomes a multiple of $\omega$. In practically produced fields, however, $e^{2} a_{1} a_{2} / m^{2} \ll 1$; therefore, in the second case the electron motion is almost free, and only weakly perturbed by the field. Besides, for optical frequencies $\omega \ll 2 m$ pairs will be produced only in a very high order of perturbation theory, since to produce them many photons must be absorbed from both waves.

## III. ELECTRON IN THE QUANTIZED FIELD OF TWO ELECTROMAGNETIC WAVES

Quantization of the electromagnetic field leads to the vector potential $A_{\mu}$ becoming an operator and instead of expression (2) we have ${ }^{12}$

$$
\begin{align*}
A_{\mu}^{ \pm}= & \frac{1}{\sqrt{2 \omega \Omega}}\left\{e_{\mu}^{-} c_{1} \exp \left[i\left(k_{1} x\right)\right]+e_{\mu}^{+} c_{1}^{+} \exp \left[-i\left(k_{1} x\right)\right]\right\} \\
& +\frac{1}{\sqrt{2 \omega \Omega}}\left\{e_{\mu}^{\mp} c_{2} \exp \left[i\left(k_{2} x\right)\right]+e_{\mu}^{ \pm} c_{2}^{+} \exp \left[-i\left(k_{2} x\right)\right]\right\} \tag{6}
\end{align*}
$$

where

$$
e_{\mu}^{-}=\frac{e_{1 \mu}-i e_{2 \mu}}{\sqrt{2}}, \quad e_{\mu}^{+}=\frac{e_{1 \mu}+i e_{2 \mu}}{\sqrt{2}}
$$

$\Omega$ is the normalization volume. For the annihilation operator $c_{i}$ and the creation operator $c_{i}^{+}$for photons we shall choose the following representation:

$$
\begin{equation*}
c_{i}=(1 / \sqrt{2})\left(\xi_{i}+\frac{\partial}{\partial \xi_{i}}\right), \quad c_{i}^{+}=(1 / \sqrt{2})\left(\xi_{i}-\frac{\partial}{\partial \xi_{i}}\right) \tag{7}
\end{equation*}
$$

The upper (lower) signs on the vectors $e_{\mu}$ in the second set of parentheses of expression (6) correspond to opposite (similar) circular polarization of both waves.

Now, let us substitute expressions (6) and (7) in Eq. (1) and apply to the latter the canonical transformation used by one of the authors in Ref. 7. Then it can be easily shown that the wave function $\Psi$ has the form

$$
\begin{align*}
\Psi= & \exp \left[i(q x)+\frac{i\left(k_{1} x\right)}{2}\left(\frac{\partial^{2}}{\partial \xi_{1}^{2}}-\xi_{1}^{2}+1\right)\right. \\
& \left.+\frac{i\left(k_{2} x\right)}{2}\left(\frac{\partial^{2}}{\partial \xi_{2}^{2}}-\xi_{2}^{2}+1\right)\right] \varphi \tag{8}
\end{align*}
$$

where $q_{\mu}\left(0,0, q_{z}, i q_{0}\right)$ is the total momentum of the system under consideration and the function $\varphi$ depends only
on the variables $\xi_{1}$ and $\xi_{2}$ and satisfies the equation

$$
\begin{align*}
& {\left[\frac{\left(k_{1} k_{2}\right)}{2}\left(\frac{\partial^{2}}{\partial \xi_{1}^{2}}-\xi_{1}^{2}+1\right)\left(\frac{\partial^{2}}{\partial \xi_{2}^{2}}-\xi_{2}^{2}+1\right)+\left[\left(q k_{1}\right)-h\right]\left(\frac{\partial^{2}}{\partial \xi_{1}^{2}}-\xi_{1}^{2}+1\right)\right.} \\
& \quad+\left[\left(q k_{2}\right)-h\right]\left(\frac{\partial^{2}}{\partial \xi_{2}^{2}}-\xi_{2}^{2}+1\right) \\
& \left.\quad+2 h\left(\xi_{1} \xi_{2} \mp \frac{\partial^{2}}{\partial \xi_{1} \partial \xi_{2}}\right)+q^{2}+m^{2}+2 h\right] \varphi=0 \tag{9}
\end{align*}
$$

Here $h=e^{2} / 2 \omega \Omega$.
In deriving Eq. (9) the electron and photons are assumed to propagate along the $z$ axis. In order not to deal with the oscillator's zero-point energy we have introduced the term $i\left(k_{1} x\right) / 2+i\left(k_{2} x\right) / 2$ in the index of the exponent (8). Below we shall consider the two cases of polarization separately.

## A. Opposite circular polarization

In this case we have the " + " sign in the last round brackets of Eq. (9) and it is easily seen that the operator for the total number of photons $S$ commutes with the entire square bracket of Eq. (9):

$$
\begin{equation*}
S=-\frac{1}{2}\left(\frac{\partial^{2}}{\partial \xi_{1}^{2}}-\xi_{1}^{2}+1\right)-\frac{1}{2}\left(\frac{\partial^{2}}{\partial \xi_{2}^{2}}-\xi_{2}^{2}+1\right) \tag{10}
\end{equation*}
$$

We shall denote the eigenvalues and eigenfunctions of the operator $S$ by $s$ and $\varphi_{s}$. The quantity $s$ can be a nonnegative integer. Since the total energy and the energy of electromagnetic field $\omega s$ are conserved, the electron energy is conserved too, which fully agrees with the case of nonquantized waves having opposite polarization.

Since the total number of photons is a good quantum number, the solution of Eq. (9) decreasing for $\xi_{1}, \xi_{2}$ $\rightarrow \pm \infty$ can be sought as a finite series of undisturbed oscillator wave functions

$$
\begin{equation*}
\varphi_{s}=\exp \left(-\frac{\xi_{1}^{2}}{2}-\frac{\xi_{2}^{2}}{2}\right) \sum_{n=0}^{S} C_{n}^{s} H_{n}\left(\xi_{1}\right) H_{S-n}\left(\xi_{2}\right), \tag{11}
\end{equation*}
$$

where $H_{n}$ are Hermite polynomials. If one substitutes expression (11) in Eq. (9) and takes into account known relations between adjacent Hermite polynomials the following recurrence relations for the coefficients $C_{n}^{s}$ are obtained:
$\left[n(s-n)+d_{1} n+\lambda_{s}\right] C_{n}^{s}-b\left[(s-n+1) C_{n-1}^{s}+(n+1) C_{n+1}^{s}\right]=0$,
$n=0,1, \ldots, s, \quad C_{n}^{s}=0$ if $n<0$ or $n>s$.
Here the following notation is introduced

$$
\begin{align*}
& d_{1}=\frac{\left(q k_{2}\right)-\left(q k_{1}\right)}{\left(k_{1} k_{2}\right)}=\frac{q_{g}}{\omega}, \quad b=-\frac{h}{\left(k_{1} k_{2}\right)}=\frac{h}{2 \omega^{2}}, \\
& \lambda_{s}=\frac{q_{0}^{2}-q_{z}^{2}-m^{2}-2 h-2 s\left[\omega\left(q_{z}+q_{0}\right)+h\right]}{4 \omega^{2}} . \tag{13}
\end{align*}
$$

In order to obtain nontrivial values for the $s+1$ coefficients $C_{n}^{s}$, it is necessary to equate to zero the determinant composed of the coefficients at $C_{n}^{s}$. Hence for any $s$ one can obtain $s+1$ real and different roots $\lambda_{s \nu}$ and construct the corresponding orthonormalized functions $\varphi_{s \nu}\left(\xi_{1}, \xi_{2}\right)$ where $\nu=0,1, \ldots$. Knowing $\lambda_{s \nu}\left(q_{z}, \omega, h\right)$ and taking into account (13) we find that the total energy of the system is equal to

$$
\begin{equation*}
q_{0}=s \omega \pm\left[\left(q_{z}+s \omega\right)^{2}+m^{2}+2 h(s+1)+4 \omega^{2} \lambda_{s \nu}\right]^{1 / 2} \tag{14}
\end{equation*}
$$

i.e., the sum of the photon energy and the electron energy. Due to the interaction with photons the latter is different from the expression for energy of a free electron.

We shall give expressions for $\lambda_{s v}$, the total energy of the system $q_{0}$ and normalized eigenfunctions $\varphi_{s \nu}$ at $s=0$ and $s=1$ :

$$
\begin{aligned}
s=0, & \lambda_{00}=0, \\
q_{0} & = \pm\left(m^{2}+q_{z}^{2}+2 h\right)^{1 / 2}, \\
\varphi_{00} & =\frac{1}{\sqrt{\pi}} \exp \left(-\frac{\xi_{1}^{2}}{2}-\frac{\xi_{2}^{2}}{2}\right) ; \\
s=1, \quad \nu & =0 ; 1, \quad \lambda_{1 \nu}=-\frac{d_{1}}{2}+(-1)^{\nu}\left(\frac{d_{1}^{2}}{4}+b^{2}\right)^{1 / 2}, \\
q_{0} & =\omega \pm\left[m^{2}+q_{z}^{2}+\omega^{2}+4 h+(-1)^{\nu} 2\left(\omega^{2} q_{z}^{2}+h^{2}\right)^{1 / 2}\right]^{1 / 2}, \\
\varphi_{1 \nu} & =\frac{2\left(b \xi_{2}-\lambda_{1 \nu} \xi_{1}\right)}{\left[2 \pi\left(b^{2}+\lambda_{1 \nu}^{2}\right)\right]^{1 / 2}} \exp \left(-\frac{\xi_{1}^{2}}{2}-\frac{\xi_{2}^{2}}{2}\right) .
\end{aligned}
$$

We note the following circumstance. One can construct from the coefficients $C_{n}^{s}$ a polynomial of degree $s$ in a certain variable $x$

$$
\begin{equation*}
F_{s}=\sum_{n=0}^{s} C_{n}^{s} x^{n} \tag{15}
\end{equation*}
$$

and taking into account the recurrence relations (12) one can derive the differential equation which is satisfied by this polynomial:
$\left(x^{2} \frac{d^{2}}{d x^{2}}-\left[b x^{2}+\left(d_{1}+s-1\right) x-b\right] \frac{d}{d x}+b s x-\lambda_{s}\right) F_{s}=0$.
Polynomial solutions of the type of Eq. (16) were recently investigated by Pham Ngoc Dinh. ${ }^{14} \mathrm{He}$ also proved that the polynomials $F_{s \nu}(x)$ are orthogonal on a unit circle.

## B. Similar circular polarizations

In this case we have the " + " sign in the last round brackets of Eq. (9) and the operator $L$ describing the difference in the number of photons propagating in opposite directions commutes with the whole bracket of Eq. (9).

$$
\begin{equation*}
L=\frac{1}{2}\left(\frac{\partial^{2}}{\partial \xi_{2}^{2}}-\xi_{2}^{2}\right)-\frac{1}{2}\left(\frac{\partial^{2}}{\partial \xi_{1}^{2}}-\xi_{1}^{2}\right) . \tag{17}
\end{equation*}
$$

We shall denote the eigenvalues and eigenfunctions of this operator by $l$ and $\varphi_{l}$. The quantity $l$ may be any integer. Since the total momentum of the system and the momentum of photons $\omega l$ are conserved, the momentum of the electron along the $z$ axis is conserved too, which is in agreement with the case of nonquantized waves with similar polarization.

The solution of Eq. (9) will be sought again as a series in undisturbed oscillator functions. However, now this series will be infinite because now it is not the total number of photons that is limited, but rather the difference in the number of photons propagating in opposite directions. At $l \geqslant 0$ we have

$$
\begin{equation*}
\varphi_{l}=\exp \left(-\frac{\xi_{1}^{2}}{2}-\frac{\xi_{2}^{2}}{2}\right) \sum_{n=0}^{\infty} C_{n}^{l} H_{n}\left(\xi_{1}\right) H_{l+n}\left(\xi_{2}\right) . \tag{18}
\end{equation*}
$$

Substitution of expression (18) in Eq. (9) leads to the following recurrence relations for the coefficients

$$
\begin{equation*}
\left[n(n+l)+d_{2} n+\lambda_{l}\right] C_{n}^{l}-b\left[\frac{1}{2} C_{n-1}^{l}+2(n+1)(n+l+1) C_{n+1}^{l}\right]=0 \tag{19}
\end{equation*}
$$

where $n=0,1, \cdots, C_{n}^{l}=0$ if $n<0$,

$$
\begin{equation*}
d_{2}=-\frac{\left(q k_{1}\right)+\left(q k_{2}\right)+2 h}{\left(k_{1} k_{2}\right)}=-\frac{q_{0}}{\omega}-2 b \tag{20}
\end{equation*}
$$

and $\lambda_{l}$ has the same form as $\lambda_{s}$ with $l$ instead of $s$. At $l \leqslant 0$ the sum (18) begins with $|l|$, but the recurrence relations obtained are the same as (19) with $|l|$ instead of $l$ and the opposite sign before $q_{z}$.

Equating to zero the infinite determinant of the coefficients at $C_{n}^{l}$, one can find the eigenvalues of $\lambda_{l \nu}$ where $\nu=0,1, \cdots$. Now expression (14) is valid with $l$ instead of $s$. But since $d_{2}$ and consequently $\lambda_{\nu \nu}$ depends on $q_{0}$, it is in fact the equation determining the total energy of the system in terms of the other parameters.

If instead of $C_{n}^{l}$ we introduce

$$
\begin{equation*}
r_{n}^{l}=C_{n}^{l} 2^{n}(n+1) \tag{21}
\end{equation*}
$$

the recurrence relations will become more symmetrical:

$$
\begin{equation*}
\left[n(n+l)+d_{2} n+\lambda_{l}\right] r_{n}^{l}-b\left[(n+l) r_{n-1}^{l}+(n+1) r_{n+1}^{l}\right]=0 . \tag{22}
\end{equation*}
$$

As in the first section one can introduce the functions $F_{i}$ and $G_{i}$ of a certain variable $x$,

$$
\begin{equation*}
F_{t}=\sum_{n=0}^{\infty} C_{n}^{l} x^{n}, \quad G_{t}=\sum_{n=0}^{\infty} r_{n}^{l} x^{n} \tag{23}
\end{equation*}
$$

and taking into account the relations (19) and (22) one can derive the differential equations which they satisfy:
$\left(\left(x^{2}-2 b x\right) \frac{d^{2}}{d x^{2}}+\left[\left(d_{2}+l+1\right) x-2 b(l+1)\right] \frac{d}{d x}-\frac{b x}{2}+\lambda_{\imath}\right) F_{i}=0$,
$\left(x^{2} \frac{d^{2}}{d x^{2}}-\left[b x^{2}-\left(d_{2}+l+1\right) x+b\right] \frac{d}{d x}-b(l+1) x+\lambda_{l}\right) G_{i}=0$.

Equation (24) has two regular singular points at $x=0$ and $x=2 b$ and one essential singularity at infinity. Equation (25) has two essential singularities at zero and infinity and differs from Eq. (16) only in signs of some coefficients. We shall dwell only on Eq. (25). According to the general theory of equations with two essential singular points ${ }^{15}$ Eq. (25) belongs to the type of equations which have one essential singular solution and the second solution, which is just that we are interested in, can be represented as a series (23). This series is asymptotic and becomes convergent only when $\lambda_{l}$ is equal to the eigenvalue $\lambda_{\nu \nu}$.

At small $b$ the eigenvalues and eigenfunctions can be sought as

$$
\begin{equation*}
\lambda_{l}=\sum_{m=0}^{\infty} b^{m} \lambda_{l}^{m}, \quad G_{i}=\sum_{m=0}^{\infty} b^{m} g_{l}^{m}(x) . \tag{26}
\end{equation*}
$$

Accurate to within $b^{2}$,

$$
\lambda_{l \nu}=-\nu(\alpha-\nu)+b^{2}\left(\frac{\nu(\nu+l)}{1-\alpha}+\frac{(\nu+1)(\nu+l+1)}{1+\alpha}\right)+\cdots,
$$

$$
\begin{align*}
& G_{l \nu}=x^{\nu}+b\left(\frac{\nu x^{\nu-1}}{1-\alpha}+\frac{\nu+l+1}{1+\alpha} x^{\nu+1}\right) \\
& +b^{2}\left(\frac{\nu(\nu-1)}{2(1-\nu)(2-\nu)} x^{\nu-2}+\frac{(\nu+l-1)(\nu+l+2)}{2(1+\alpha)(2+\alpha)} x^{\nu+2}\right)+\cdots \tag{27}
\end{align*}
$$

where $\alpha=2 \nu+d_{2}+l, \nu=0,1, \cdots$. We shall give one more expression for $\lambda_{10}$ at $\nu=0$ accurate to within $b^{6}$ :

$$
\begin{align*}
\lambda_{l 0}= & b^{2} \frac{(l+1)}{d_{2}+l+1}+b^{4} \frac{d_{2}(l+1)}{\left(d_{2}+l+1\right)^{3}\left(d_{2}+l+2\right)} \\
& +b^{6} \frac{2 d_{2}(l+1)\left(d_{2}-l-1\right)}{\left(d_{2}+l+1\right)^{5}\left(d_{2}+l+2\right)\left(d_{2}+l+3\right)}+\cdots \tag{28}
\end{align*}
$$

Here $d_{2}$ is determined according to (20) and consequently depends on $b$ too.

In conclusion, we shall consider some exact solutions of Eq. (25) at special values of parameter $d_{2}$ without being concerned with the physical meaning of these solutions. It can be easily verified that at $d_{2}=0$ the solution of Eq. (25) is

$$
\begin{equation*}
G_{10}=e^{b z}, \quad \lambda_{10}=b^{2} \tag{29}
\end{equation*}
$$

That this solution corresponds to the state with $\nu=0$ is seen from the fact that at $d_{2}=0$ the series (28) is finite and becomes equal to $b^{2}$. It is noteworthy that these eigenvalues are the same for all $l$. If one takes into account the relations (18), (21), and (23) one can obtain the following expression for the wave function

$$
\begin{equation*}
\varphi_{l 0}=N \exp \left(-\frac{\xi_{1}^{2}}{2}-\frac{\xi_{2}^{2}}{2}\right) \sum_{n=0}^{\infty} \frac{(b / 2)^{n}}{n!(n+l)!} H_{n}\left(\xi_{1}\right) H_{n+l}\left(\xi_{2}\right) \tag{30}
\end{equation*}
$$

where the normalization constant $N$ is

$$
\begin{equation*}
N=\left[b^{l} / \pi 2^{l} I_{l}(2 b)\right]^{1 / 2} \tag{31}
\end{equation*}
$$

$I_{l}(2 b)$ is the modified Bessel function of the first kind. If further $1 /(n+l)$ ! is represented as circuital integral round zero and the generalized expression of Mehler ${ }^{16}$ for Hermite polynomials is used, we shall get an integral presentation for the function

$$
\begin{align*}
\varphi_{t 0}= & N \exp \left(-\frac{\xi_{1}^{2}}{2}-\frac{\xi_{2}^{2}}{2}\right) \frac{b^{-1}}{2 \pi i} \int_{c} d \tau \frac{H_{2}\left[\left(\xi_{2} \tau-\xi_{1}\right) /\left(\tau^{2}-1\right)^{1 / 2}\right]}{\left(\tau^{2}-1\right)^{(l+1) / 2}} \\
& \times \exp \left(b \tau+\frac{2 \xi_{1} \xi_{2} \tau-\xi_{1}^{2}-\xi_{2}^{2}}{\tau^{2}-1}\right) \tag{32}
\end{align*}
$$

Integration here is over a closed circuit round both essential singular points $\tau= \pm 1$.

Solutions in closed form which correspond to another ' $\nu$ at $d_{2}=0$ failed to be found. But if $d_{2}$ is a negative integer, for instance $d_{2}=-k$, one can find $k+1$ solutions which are the exponents (29) multiplied by the polynomial of $k$ degree. The eigenvalues of $\lambda_{1 \nu}$ are determined from the ( $k+1$ )th order determinant similarly to the previous section.

Under even more special assumptions $l=1$ and $d_{2}=\lambda_{1}$ the recurrence relations (22) pass into the recurrence relations of the Bessel functions. All of these except the first are satisfied if we put $r_{n}=J_{\lambda_{1}+n}(2 b)$. To satisfy the recurrence relation at $n=0$ one should set $J_{\lambda_{1}-1}(2 b)=0$. This equation serves to determine the eigenvalues of $\lambda_{1 \nu}$.
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# Erratum: On the convergence of separable expansions for the $t$ matrix <br> [J.Math. Phys. 14, 373 (1973)] 

## T.A.Osborn

Department of Physics, Brooklyn College of the City University, Brooklyn, New York
(Received 11 May 1973)

It has been pointed out to the author, by I. Sloan and J. Gray ${ }^{1}$ that the proof of Lemma 1 is incorrect. We present here a corrected proof of Lemma 1.

Proof: From Eq. (7), we can show $t\left(z_{1}\right)-t\left(z_{2}\right)$ is compact if $\left(z_{2}-z_{1}\right) t\left(z_{1}\right) g_{0}\left(z_{1}\right) g_{0}\left(z_{2}\right) t\left(z_{2}\right)$ is compact. The only case of interest is when one of the two complex $z$ lie on the positive real axis. The situation where both $z_{1}$ and $z_{2}$ are bounded away from the positive real axis is dealt with by Proposition 1. The kernel corresponding to the rhs of Eq. (7) is
$K\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}, z_{2}\right)=\left(z_{2}-z_{1}\right) \int \frac{t\left(\mathbf{p}_{1}, \mathbf{p}_{3} ; z_{1}\right) t\left(\mathbf{p}_{3}, \mathbf{p}_{2} ; z_{2}\right) d^{3} p_{3}}{\left(p_{3}^{2}-z_{1}\right)\left(p_{3}^{2}-z_{2}\right)}$.
The proof of this Lemma is complete if we can show $K$ is Hilbert-Schmidt in $\mathfrak{H}$. We effect this demonstration by employing Faddeev's lemma on singular integrals. ${ }^{2}$ This lemma states that if a function $f$ is bounded and Holder continuous with respect to an estimating function $M$ with indices $\mu_{i}$ and $\nu_{i}$, viz.

$$
\left|f\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3} ; z_{1}\right)\right| \leq C M\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3} ; z_{1}\right)
$$

and

$$
\begin{aligned}
& \left|f\left(\mathbf{p}_{1}+\mathbf{h}_{1} ; \mathbf{p}_{2}+\mathbf{h}_{2} ; \mathbf{p}_{3}+\mathbf{h}_{3} ; z_{1}+\Delta_{1}\right)-f\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3}, z_{1}\right)\right| \\
& \quad \leq C M\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3} ; z_{1}\right) \\
& \quad=\left[\left|h_{1}\right|^{\mu_{1}}+\left|h_{2}\right|^{\mu_{2}}+\left|h_{3}\right|^{\mu_{3}}+\left|\Delta_{1}\right|^{\nu_{1}}\right]
\end{aligned}
$$

where

$$
\left|\mathrm{h}_{i}\right| \leq 1, \quad i=1,2,3, \quad\left|\Delta_{i}\right| \leq 1,
$$

then the following result holds. Let $N\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}\right)$ be such that

$$
\int d \Omega_{\hat{p}_{3}} M\left(\mathbf{p}_{1}, \mathbf{p}_{2}, \mathbf{p}_{3} ; t\right) \leq C N\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}\right)\left(1+\left|p_{3}\right|\right)^{-1-0}
$$ then $f_{1}$ defined by

$$
f_{1}\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}, z_{2}\right)=\int \frac{f\left(\mathbf{p}_{1}, \mathbf{p}_{3}, \mathbf{p}_{3} ; z_{1}\right)}{p_{3}^{2}-z_{2}} d^{3} p_{3}
$$

is bounded and Holder continuous with indicies $\mu_{i}^{\prime}<\mu_{i}$, $\nu_{j}^{\prime}<\nu_{j}$ relative to an estimating function $M_{1}$ given by

$$
M_{1}\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}, z_{2}\right)=N\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}\right)\left(1+\left|z_{1}\right|\right)^{-\theta / 2}
$$

where $\theta^{\prime}<\min (1, \theta)$ and $\mu_{i}^{\prime}$ and $\nu_{j}^{\prime}$ may be chosen as close to $\mu_{i}$ and $\nu_{j}$ as desired.

This lemma is easy to use here since the kernel of $K$ is bounded by an estimating function of the form

$$
\begin{aligned}
& t\left(\mathbf{p}_{1}, \mathbf{p}_{3} ; z_{1}\right) t\left(\mathbf{p}_{3}, \mathbf{p}_{2} ; z_{2}\right) \\
& \quad\left(p_{3}^{2}-z_{1}\right) \\
& \quad \leq \frac{C}{\left|p_{3}^{2}-z_{1}\right|} \frac{1}{\left(1+\left|\mathbf{p}_{3}-\mathbf{p}_{1}\right|\right)^{1+\theta}\left(1+\left|\mathbf{p}_{3}-\mathbf{p}_{2}\right|\right)^{1+\theta}}
\end{aligned}
$$

where $\theta>1 / 2$ and index for Holder continuity in $p_{3}$ is $\mu^{\prime}<\mu$. Here $\mu$ is the index given in condition B. We need to calculate the angular integral over $d \Omega \hat{\phi}_{3}$ to find the $N$ that results from the inequality immediately above. An elementary estimate gives

$$
\begin{aligned}
& \int \frac{1}{\left|p_{3}^{2}-z_{1}\right|} \frac{d \Omega \hat{p}_{3}}{(1}+\frac{\left.\left|\mathbf{p}_{3}-\mathbf{p}_{1}\right|\right)^{1+\theta}\left(1+\left|\mathbf{p}_{3}-\mathbf{p}_{2}\right|\right)^{1+\theta}}{C} \\
& \leq \frac{C}{\left|p_{3}^{2}-z_{1}\right|\left(1+\left|\mathbf{p}_{1}\right|\right)^{1+\theta}\left(1+\left|\mathbf{p}_{2}\right|\right)^{1+\theta}}
\end{aligned}
$$

Thus $N$ can take the form

$$
N\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}, z_{2}\right)=\frac{1}{\left(1+\left|p_{1}\right|\right)^{1+\theta}\left(1+\left|p_{2}\right|\right)^{1+\theta}}
$$

which used in Faddeev's lemma for singular integrals gives

$$
\begin{aligned}
\left|K\left(\mathbf{p}_{1}, \mathbf{p}_{2} ; z_{1}, z_{2}\right)\right| & \\
& \leq \frac{\left|z_{1}-z_{2}\right| C}{\left(1+\left|p_{1}\right|\right)^{1+\theta}\left(1+\left|p_{2}\right|\right)^{1+\theta}\left(1+\left|z_{2}\right|\right)^{\theta^{\prime} / 2}}
\end{aligned}
$$

Thus for $\theta>1 / 2$, the kernel $K$ is square integrable. This completes the proof,
${ }^{1}$ I. Sloan and J. Grey (private communication, 1973).
${ }^{2}$ L. D. Faddeev, Mathematical Aspects of the Three-Body Problem in Quantum Scattering Theory (Davey, New York, 1965), Chap. IV, Proposition III.

## Erratum: Off-energy-shell $t$ matrix for local potentials with nonlocal square well core interaction [J.Math. Phys. 14, 205 (1973)]

O. Zohni

Institut für Theoretische Physik der Universität Frankfurt/M., Frankfurt am Main, West Germany (Received 20 April 1973)

The following corrections should be noted:

1. In Eq. (2.31) the factor

$$
\frac{U_{0} \beta^{2}}{\left(k^{2}+\beta^{2}\right) \sinh \beta r_{0}}
$$

should be deleted from the right-hand side.
2. In Eq. (2.32) $d_{2}$ and $d_{3}$ should read:

$$
\begin{aligned}
& d_{2}=-U_{1} \int_{r_{0}}^{r_{1}} d r r j_{0}\left(k^{\prime} r\right) r h_{0}^{+}\left(\alpha_{1} r\right), \\
& d_{3}=-U_{1} \int_{r_{0}}^{r_{1}} d r r j_{0}\left(k^{\prime} r\right) r h_{0}^{-}\left(\alpha_{1} r\right) .
\end{aligned}
$$

3. In Eq. (2.33) the right-hand side should read:

$$
\begin{aligned}
\mathrm{x}\left(k^{\prime}, \beta ; r\right)= & \frac{U_{0} \beta^{2}}{\left(k^{\prime 2}+\beta^{2}\right) \sinh \beta r_{0}} \\
& \times\left\{\operatorname { s i n } k ^ { \prime } r \left[\sinh \beta\left(r-r_{0}\right)\right.\right. \\
& -\sinh \beta r-\cosh \beta\left(r-r_{0}\right) \\
& \left.\times \sinh \beta r]+\sinh \beta r \sin k r_{0}\right\} .
\end{aligned}
$$

4. In Eq. (2.34) the factor ( $\left.1 q^{2} \mid\right)^{1 / 2}$ after the curly bracket on the right-hand side should read $\left(\left|q^{2}\right|\right)^{1 / 2}$.
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